
Abstract:

1. Introduction
Increasing requirements to productivity and working

environment push the need for industrial robots in the
industry. This is especially important in heavy physical
work were sickness, absence and recruiting problems are
often the most limiting factors on the productivity. To-
day, industrial robots represent the best solution for both
productivity and flexibility.

In manufacturing engineering, man-machine interac-
tion has gone from typical online programming techni-
ques into virtual reality based offline programming me-
thodologies [1]. Today, a wide range of offline software
tools is used to imitate, simulate and control real manu-
facturing systems [2]-[5]. However, also these new me-
thodologies lack capability when it comes to human-ma-
chine communication.

Typically, today communication with the virtual envi-
ronment is done a keyboard/mouse interface while
feedback to the operator is given from the computer
screen. These desktop reality systems uses only a limited
spectre of human senses and there is quite a low sensa-
tion of "being inside" the system. Programming is still
done on the premises of the machines.

As humans receive most of their information visually,
significant part of the neurons in the human brain is de-
dicated to visual processing; probably the best way of
programming robots is visual programming, without any
restrictions. Previously visual programming was only
used in computer programming [6], [7], but with new
series of robots and robot controllers a new era in robot
programming had started [8]. Mentioned above, these
solutions are usually limited to keyboard/mouse input
and feedback [9].

Thus, this article focuses on a new interactive robot
programming methodology where the knowledge and fle-
xibility of the human operator is combined with informa-
tion from CAD models and simulations of real robot

Robot programming methodologies are moving from
the traditional to more human friendly, rapid and flexible
programming alternatives. In this paper a new robot pro-
gramming methodology is introduced. The proposed pro-
gramming methodology physically disconnects the robot
programmer from the robot itself. Applications of the pro-
posed methodology in grinding and welding operations
with experimental results as well are presented.
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movements. This 3D interactive environment is espe-
cially suitable for planning robotic operations.

The organization of the paper is as follows: Section 2.
gives an overview of the programming methodology whi-
le Section 3. and 4. presents the application of this me-
thodology in two different robotic cases (grinding and
welding) including experimental results. Section 5. con-
cludes the paper.

By introducing modern technologies, like motion ca-
pturing and augmented reality principles, with the goal
of adding human representations into the programming
environment it is possible to create a new programming
concept where the human operator can interfere with ma-
chines in a cognitive manner. Thus, the key-idea of the
proposed methodology is to capture the knowledge of
a skilled operator and make an automatic knowledge
transfer to a robot system. Fig. 1. summarizes the propo-
sed methodology.

The proposed methodology allows a human operator
to freely move around in an industrial environment (e.g.
shop-floor) and identify the work-pieces which are ne-
cessary to modify via some robot action. As before men-
tioned, such a typical situation could be a robot grinding
process following a moulding process where the work-
pieces suffer from some irregularities (burrs) or a welding
operation, where the trajectories may differ from work-
piece to work-piece. By sight, the human operator can
easily identify the area of modification but cannot exac-
tly quantify the error.

The methodology is composed from the following steps:
An operator based on his/her own expertise deci-

des, which work-piece needs modification. This decision

2. Methodology

Fig.1. Overview of methodology.

Step I:

SMALL BATCH SIZE ROBOT PROGRAMMING

WITH HUMAN IN THE LOOP
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can also be supported by measurement systems (e.g. CMM
machine) and CAD drawings. Not only the work-piece its-
elf, but also the necessary task is chosen (e.g. grinding,
welding).

The operator highlights the modifications with
using one of the following tools: a) using a software com-
ponent on a PC connected to a camera vision system the
operator identifies the necessary path for the operation
(using keyboard/mouse) b) the operator is connected to
a motion capture system, which allows free movement in
the shop-floor environment and by pointing on the
surface of the given work-piece the rough path is stored
on a PC.

The path from the previous step is transferred
onto to the ideal work piece (e.g. CAD-model in a simula-
tion environment) in order to verify that the defined path
is located as expected. The path is automatically projec-
ted (as a line) onto the surface of the ideal CAD model. By
transferring the robot path directly onto the CAD model
actually defines what the final end-geometry should look
like. Further, the line from the CAD model is fed-back to
the operator either through computer screens or using a
Head Mounted Display (HMD). This ability of instant
feed-back makes it possible for the operator to relocate
the operation path according to what he/she sees in the
screens. By placing the operator "into the loop" of adjus-
ting/relocating the generated path, the accuracy requi-
rements of the human-machine interfaces (e.g. mouse,
motion capture system) are minimized.

Simulation of the complete robot motions are
carried out in order to check for singularities, out of ran-
ge limitations, and possible collisions.

The robot operation is executed.

Step II:

Step III:

Step IV:

Step V:

3. Monocular vision based trajectory
generation
Instead of a costly, task specific, but fully automated

solution (e.g. cast part grinding/deburring), which works
only from CAD model of the work-piece and other low level
sensory input (e.g. contact sensor), an operator is invol-
ved in the process of robot programming. The result is
a 90% automated solution with the expertise of the
worker. The proposed vision-based robot programming for
grinding applications, adds the required information into
the Offline programming environment. Thus, location and
shape of any irregularities can be identified and the ne-
cessary grinding/deburring trajectory created. It is based
on a single camera facing the grinding surface, a software
component for defining the grinding path and an Offline
simulation environment.

Following the methodology described in Section 2, the
system structure is the following: In the beginning the
robot task is defined (grinding) from an image, acquired
by a camera facing the work-piece. The goal is to reach
the optimum in accuracy and complexity; the robot moves
along these points, which describes a geometrical form.
This form can be a line, described by a start and an end
point, but it can be also a Bezier curve described by 500 or
more points. It is the operator's role to make the decision,
using a graphical user interface (GUI). Using an operator
here is a simplification, but not in the mean of retardation
of quality. Instead of accuracy drop, the operator makes

the system as accurate (or more) as it could be with using
teaching or online programming, but without the time
consumption. The simplification makes robot program-
ming not absolutely automated, but it can be done re-
motely, far away from the robot.

An existing robot simulation solution for the design
and offline programming of complex workplaces fitted
with several systems, called IGRIP (Interactive Graphics
Robot Instruction Program) is used for rest of the steps
(Step III - IV). The work-piece data and CAD models are
imported to the virtual environment in IGRIP and the
simulation is run there. The source code provided by
IGRIP is compiled to machine code and uploaded to the
robot for machining. More details are discussed in [10].

Experiments have been carried out with an ABB IRB-2000
industrial robot and a distant operator. For these tests
a low resolution web camera (640*480 pixels) were used
to capture a hand drawn line (grinding path) on a sculptu-
red surface (work-piece). After the image processing the
robot was instructed to follow the generated path. The
result is shown in Fig. 2.

The deviation between the hand drawn and the robot
generated answer was approximate 1 mm. A machining
accuracy of less than a millimeter is acceptable in grin-
ding and deburring operations.

In the following a fully automated robotic welding
application will be introduced. The robot has to weld
excavator buckets. The batch size is very small, only few
work pieces fall in a batch, which means that conven-
tional robot programming methods are not economic in

3.1. Results

a) b)

Fig. 2. Ideal hand-drawn path a) and the resulting path b)
executed by the robot.

4. Stereo vision based welding trajectory
generation

Fig. 3. Welding system overview and data flow.
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construction (automatically generated spline). The result
can be seen in Fig. 5.

As in this case the welding curve is planar, first the dis-
tance between the measured and the reconstructed welding
plane was checked. The average distance between the two
planes is 1.96 mm. After this the vertical distance between
each point of the splines were calculated. The distan-ces are
shown in Fig. 6. and the average distance is 1.29 mm.

The accuracy provided by the system is approximately
the same as an average industrial welding robot has, thus
it is enough for excavator bucket welding. The tests were
made only with one type of work-piece, thus there is no
experience with different sizes. The work-pieces have to
take as much part of the images as possible, this way the
image processing system can take full advantage of the
camera resolution. It is known that resolution limits the
precision of the vision. The cameras are placed at 1 m
fixed distance from the work pieces to avoid collision with
the robot. Larger distance is unnecessary as the larger
zoom infers optical distortions. The system was tested in
real industrial environment. This proves its robustness,
which is a must for industrial applications.

In this paper a new type of robot programming me-
thodology has been presented. The proposed system ma-
kes robot programming human friendly, rapid and flexi-
ble. The methodology uses advanced human-machine
interfaces (e.g. motion capturing) and 3D feedback to
the operator that enables the operator to immediately
adjust his actions. The generated path can be simulated
before machining in order to take account for any limita-
tions in the real robot movements. The operator is physi-
cally disconnected from the robot and can move freely
around in any shop-floor environment. Results in two
important application domains of industrial robots are
also shown.

Fig. 6. Distances in millimetres between the measured and
generated points in vertical direction.

5. Conclusion
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this case. The welding path is usually obtained from the
CAD model of the work pieces. Unfortunately, in this case
the CAD models of the excavator buckets cannot be used
as references for welding as the tolerances of the work
pieces are high. The solution came from methodology
mentioned in Section 2. The proposed system has the
following components: a vision system, user driven
software component and a welding robot (see Fig.3.).

The welding trajectory generation is based on camera
vision and image processing. The trajectory reconstruc-
tion is done in two steps: first, the welding curve is reco-
gnized in the image by image processing (see Fig. 4.), se-
cond, the 3D curve is reconstructed with the principles of
stereo vision. The vision system was implemented in Mat-
lab and was tested in industrial environment. Simulation
software is used to transform the welding path from the
world coordinate system to the actual robot coordinate
system. This way the whole system is able to discover the
welding path in the space and to generate the welding
trajectory for a given industrial robot. The trajectory is
first checked against errors (e.g. singularities) and only
after successful simulation will be executed in real ope-
ration. More details are discussed in [11].

Fig. 4. a) Original image; b) edge detection step; c) spline
fit on the original image.

Fig. 5. Comparison of the measured (gray) and the genera-
ted (black) trajectory.

4.1. Results

The vision system's accuracy was checked in the follo-
wing way: 20 points of the ideal (expert defined) curve
was measured on the real work-piece and from these
points a spline is constructed. This ideal curve is com-
pared with the result of the image processing and 3D re-
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