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Abstract:
Artificial Intelligence has been touted as the next big
thing that is capable of altering the current landscape
of the technological domain. Through the use of Artificial
Intelligence and Machine Learning, pioneering work has
been undertaken in the area of Visual and Object Detec‐
tion. In this paper, we undertake the analysis of a Visual
Assistant Application for Guiding Visually‐Impaired Indi‐
viduals. With recent breakthroughs in computer vision
and supervised learningmodels, the problem at hand has
been reduced significantly to the point where new mod‐
els are easier to build and implement than the already
existing models. Different object detection models exist
now that provide object tracking and detection with
great accuracy. These techniques have been widely used
in automating detection tasks in different areas. A few
newly discovered detection approaches, such as the YOLO
(You Only Look Once) and SSD (Single Shot Detector)
approaches, have proved to be consistent and quite accu‐
rate at detecting objects in real‐time. This paper attempts
to utilize the combination of these state‐of‐the‐art, real‐
time object detection techniques to develop a good base
model. This paper also implements a ’Visual Assistant’
for visually impaired people. The results obtained are
improved and superior compared to existing algorithms.
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1. Introduction
Visually‐impaired or blind people are incapable of

seeing, which is crucial for daily life. Visually‐impaired
people’s autonomy is limited to some extent by their
inability to see. In thepast, assistive systemshavebeen
created using computer vision and machine learn‐
ing, which have recently experienced rapid growth.
The way people with cognitive limitations interact
with the outside world has changed dramatically as a
result of recent advances in assistive technology (AT).
Among these disabilities, visual impairment stands
out as the most restrictive. Any technology designed
to aid a person with a disability is considered AT.
With the aid of AT, people with disabilities can par‐
ticipate in civic activities, and the job market, and
have a healthy, productive, independent life [1]. The
use of AT lessens the need for long‐term care, for‐
mal health and support services, and caregiver labor.
Without AT, people frequently experience exclusion,
isolation, and poverty, which worsens the effects of

illness and disability on an individual, their family,
and society as a whole. Autonomous vehicles are now
possible thanks to signiϐicant advancements in artiϐi‐
cial intelligence. These algorithms can be used effec‐
tively in AT to help the blind and visually impaired in
the areas of education, navigation, and social interac‐
tion. People who are blind or visually impaired can
access information through touch or voice. At least
one billion people worldwide have near‐ or distance‐
vision impairments that could have been avoided or
have not yet been addressed, according to the World
Health Organization, which estimates that 2.2 billion
people worldwide have visual impairments [2]. The
expected causes of an increase in the prevalence of
vision impairment are population growth and aging.
Several studies have already been conducted to inves‐
tigate the correlation between the prevalence, causes,
and social factors of visual impairments and other dis‐
eases [3–5]. Mobile applications along with Machine
learning, AI, and IoT have been found to be promis‐
ing and provide lifesaving technologies for assisting
humans with various diseases and disabilities [6–9].

One of the primary goals of image‐based learn‐
ing is to understand and differentiate among various
scenic descriptions of common objects of interest.
This task can be subdivided into several subtasks:
bounding box creation, object localization, attribute
determination, and relationship establishment. The
images of various objects canbebroadly classiϐied into
iconic and scenic views. The iconic approach assumes
the presence of a single object with clear boundaries
and separation edges. However, the iconic viewpoint
is too simplistic to account for real‐world situations
in which images are rarely iconic but involve a large
number of intertwined objects in a small space. To
detect objects of interest, image segmentation and
context mining should be applied to ϐilter out points
of interest. Most of the existing systems perform well
under these iconic views but achieve lower accuracy
in scenic instances. Objects in scenic environments
are cluttered, overlapping, and without good contrast.
Various techniques of segmentation are applied to
extract useful information from these scenic views.
When building newmodels, it is of paramount impor‐
tance to select a learning domain most suitable to the
given needs and implementation. For training these
models, the dataset employed plays a crucial part in
establishing good results.

79This work is licensed under the Creative Commons Attribution-Open Access. © 2023 Litoriya et al., published by Sciendo.
NonCommercial-NoDerivatives 4.0 License



Journal of Automation, Mobile Robotics and Intelligent Systems VOLUME 17, N∘ 4 2023

One of the major challenges is to ϐind pertinent
training images and samples to accommodate more
modular and robust learning. Various pioneering
work has been done in collecting these image samples
under one roof into a dataset. Some of these datasets
contain millions of samples and training instances,
spanning thousands of objects. Currently, some of
themore popular datasets include Google’s ImageNet,
Microsoft COCO Dataset, PASCAL VOC, SUN, etc. We
take a look at these datasets in the following sections,
aiming to ϐind the most suitable for our Visual Assis‐
tant Implementation. To improve a visually‐impaired
person’s perception, a new model is presented that
connects an AT device with Smart Objects and their
cloud.

The rest of the paper is organized as follows: A
detailed and state‐of‐the‐art review of existing litera‐
ture in the ϐield is presented in Section 2. The details
of the dataset used in this study are explained in
Section 3. A detailed discussion of the YOLO object
detection model is included in Section 4. The archi‐
tecture of the proposed system is presented in Sec‐
tion 5. Obtained results and detailed discussions are
presented in Sections 6. Section 7 concludes the article
and sketches future work directions.

2. Literature Survey
Numerous assistive systems have been introduced

for object detection in the last few years that rely on
sensors, the Internet of Things, and computer vision to
help the blind. These systems each have their beneϐits
and drawbacks.

Zou et al. [10] reviews more than 400 papers
on object detection spanning from the 1990s to
2109, focusing on the technical advancements made
in this area. This paper emphasizes several topics
which include several early‐stage detectors, datasets
for detection, metrics, possible speed‐up techniques
which can be used, and the recent state‐of‐the‐art
detection methods. This paper also sheds light on
some important applications of detection, such as
text detection, face detection, pedestrian detection,
etc., and makes an analysis of the development made
and challenges faced in recent times. Various aspects
make this paper different from all the reviews done
on object detection. In‐depth research on the key
technologies and state‐of‐the‐art object detection sys‐
tems has been done here, while the previous reviews
lacked fundamental analysis to give readers a com‐
plete understanding of complex techniques. Most of
the previous reviews were focused on a short period
or some speciϐic detection task without considering
the development history.

Ambati and L. Gayer [11] underline how crucial
it is to customize the choice of machine learning
(ML) techniques based on the particular HAR (Human
Activity Recognition) requirements and the features
of the associated HAR dataset. Overall, this study aids
in comprehending the beneϐits and drawbacks of ML
techniques and directs the applicability of various ML
methods to various HAR datasets.

An accessible web interface for visually‐impaired
individuals is presented by Iyer et al. [12] tomaximize
ease of use and provide users with a hassle‐free expe‐
rience, the virtual assistant is an operating system that
is independent and doesn’t rely on keyboard input
from the user. Communication with and customiza‐
tion of the system are possible using speech‐to‐text
and text‐to‐voice interfaces. This presentation pro‐
vides an overviewof the systemdesign and implemen‐
tation methodology for the three modules currently
in use. To answer user queries quickly and accurately,
Wikipedia uses a BERT model built from the SQuAD
dataset. It was found that 80.88% of the words exactly
matched. Anyone with visual impairments can easily
access any website using the virtual assistant. With
this program, you don’t have to memorize complex
keyboard commands or use screen readers. As a tool
for interacting with the websites, the assistant is not
only very convenient but also quite effective. Accord‐
ing to the results, the software was successfully run
on the three most popular sites: Google, Gmail, and
Wikipedia. It was run separately on each of these
sites. The software is a stepping stone towardWeb 3.0
where all functions can be controlled through voice
commands. Visually‐impaired people ϐind themselves
wandering inside unusual challenging areas. Many
smart systems have intended to help blind people in
these difϐicult, often dangerous, situations. However,
some of them are not free, hard to ϐind, or simply too
expensive. Saffoury et al. [13] presented a low‐cost
wear system for blind people that was designed to
allow them to discover obstacles in their place. The
proposed program consists of two main components;
hardware components, and a laser pointer ($ 12), as
well as an android smartphone, which makes our sys‐
tem cheaper andmore accessible. I Conϐlict avoidance
algorithmuses imageprocessing tomeasure distances
to objects in the surrounding area. This is based on
laser triangular light. This detection of obstacles is
enhanced by the edge discovery within the captured
image. An additional feature for a system is to see
and alert the user when there are stairs in the camera
view area. Obstacles are brought to the user’s atten‐
tion using the acoustic signal. Our system showed that
solid, with only 5% of a false alarm level and 90%
sensitivity with obstacles 1 cm wide. This system had
some limitations: It may not work well in a shiny
environment as laser intensity may decrease and the
distance between the camera and the laser should not
change.

Mohanta et al. [14] proposed an assistant for
visually‐impaired individuals. In their set up after cap‐
turing a photo from a smartphone, the user can easily
read menu cards of restaurants, the room number
of the hotel, and can also ϐind their belongings. The
voice control feedback mechanism is also used in the
app throughwhich the user can perform various tasks
with the help of the voice assistant. Cloud comput‐
ing, image processing, and ML are used to develop
the application. The central aim of using ML is to
allow computers to learn automatically without inter‐
vention from humans. Multiple fonts can be detected
while reading the text even if the font is unique or not
common.80
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Such unique fonts can be found in greetings cards,
business cards, etc. It is also proved to be beneϐicial
in different sectors like banking, education, travel and
tourism, etc. Various objects of daily use, vehicles, and
food can be detected and recognized with the help of
this application.

Sharma et al. [15] created a system that helps a
person who is visually impaired navigate by speaking
through the earpiece to identify the person. They sug‐
gested developing a mobile app that used numerous
deep learning models to improve the management of
applications. The camera continuously fed images into
the system as inputs, the core system processed this
information, and the earpiece served as the output
device to deliver this output to the user.

An intelligent virtual assistant called Project
Nethra [16] offers voice‐based communication to
users who are blind or visually impaired. It enables a
wide range of functionality based on various internet
services and social media for the target users to
interact with computers and internet‐based services.
Nethra will perform tasks on the user’s behalf rather
than just returning search results. Project Nethra will
converse with the user conversationally by speaking
back to themafter hearingwhat they say anddetecting
it. The voice recognition module, natural language
processing module, conversational agent, and content
extraction module are the system’s four main parts.
Kumaran et al. [17] discuss the development of virtual
personal assistants and speech recognition systems.
The current system is operated and maintained by
a third party and operates online. This application
used the local database, speech recognition, and
synthesizer while safeguarding user data from
outside parties. To recognize the speech, a parser
called SURR (Semantic Uniϐication and Reference
Resolution) is used. Text is converted to phonemes by
a synth.

To design the Next‐Generation of VPAs model,
Kepuska and Bohouta [18] usedmulti‐modal dialogue
systems, which process two or more combined user
input modes, such as speech, image, video, touch,
manual gestures, gaze, and head and body movement.
By utilizing various technologies, including gesture
recognition, image/video recognition, speech recogni‐
tion, a sizable dialogue, a conversational knowledge
base, and a general knowledge base, the new model
of VPAs will be used to increase interaction between
humans and machines.

Iannizzotto et al. [19] developed a virtual assis‐
tant architecture for smart home automation systems
using some of the most cutting‐edge methods in com‐
puter vision, deep learning, speech generation, recog‐
nition, and artiϐicial intelligence. The developedproto‐
type of the suggested assistant is interactive, resource‐
efϐicient, effective, and adaptable, and it runs on a
small, inexpensive Raspberry PI 3 device. The system
was integrated with an open source home automation
environment for testing purposes, and it ran for sev‐
eral days with users being urged to interact with it. It
turned out to be precise, dependable, and appealing.

An interesting research, Gnana and Praveen [20],
suggested a method for automatically estimating
depth from a single image using the local depth
hypothesis and its application to help the blind. A
camera records the environment in front of the user,
and the recorded image is scaled for computational
effectiveness. Edge detection andmorphological tech‐
niques are used to separate the obstacles in the
image’s foreground. Then, based on the local depth
hypothesis, the depth is computed for each barrier.
Rahman et al. [21] presents the architectural frame‐
work for a smart blind assistant that integrates IoT
and deep learning. The suggested approach utilizes a
deep learning paradigm, a Raspberry Pi, and a camera
module to create an intelligent cap. The suggested con‐
cept shows the structural layout of a smart blind stick
that makes use of a microprocessor and numerous
sensors. For immediate data monitoring, the model
uses Bluetooth and the Internet of Things’ connectiv‐
ity. Using an IoT cloud server, the authorized person
continues to keep an eye on vision impairment.

2.1. Related Work About Object Detection and Related
Technologies

Object Detection: Currentmodels in object detec‐
tion have two categories: (1) one‐stage detectors and
(2) two‐stage detectors. In comparisonwith one‐stage
detectors, two‐stage detectors are better in terms of
performance. However, since they require inference
of the region of an object, they are less efϐicient than
one‐stage detectors. Here, in both cases, the detec‐
tors are needed to train in an ofϐline batch mode and
they assume a large number of training images per
class. During the model deployment when the novel
classes are needed, to add this restricts the scalabil‐
ity and usability. These can act as the backbone of
detection for a few‐shot detectors although they are
non‐incremental. The ONCE that we are using is based
on the one‐stage CenterNet. The CenterNet is chosen
because it can be easily broken down into the class‐
generic and speciϐic parts, competitive detection accu‐
racy, and efϐiciency.

Few-shot learning: FSL (few‐shot learning) is
studied for efϐiciently registering new classes in
deployment for image recognition. Considering a large
number of labeled examples of a set of base classes,
FSL tries to meta‐learn a data‐efϐicient that helps
to allow new classes to be learned from very few
examples for each class. FSL is simpler than object
detection.

Object detection has gone through two histori‐
cal periods: a (i) traditional object detection period
(before 2014) and a (ii) deep learning‐based detection
period (after 2014). Traditional object detection algo‐
rithms, which include the Viola‐Jones Detector, the
Histogram of Oriented Gradients (HOG) detector, and
theDeformable Part‐basedModel, were built based on
handcrafted features and as the performance of hand‐
crafted features became saturated, deep learning‐
based detection methods started evolving.
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In the deep learning era, object detection can be
categorized as: “two‐stage detection” (which includes
RCNN, SPPNet, Fast RCNN, Faster RCNN, Feature Pyra‐
mid Networks), and “one‐stage detection” (which
includes YOLO, SSD, RetinaNet). In object detection,
several known datasets have been released in recent
years, like PASCAL VOC, ImageNet, MS‐COCO, etc.
This paper also reviews AlexNet, VCG, GoogleNet, and
ResNet as the engine of detectors that affect the accu‐
racy of detectors.

YOLO (You Only Look Once) is a new approach
to object detection with an extremely fast architec‐
ture [22]. The base model of YOLO processes images
in real‐time at 45 frames per second, while Fast YOLO,
a smaller version of the network, processes images at
155 frames per second. YOLO makes more localiza‐
tion errors but is less likely to predict false positives
on image backgrounds. It outperforms other detec‐
tion methods, including the Deformable Parts Model
(DPM) and R‐CNN. Current detection systems repur‐
pose classiϐiers for detection. The Deformable Parts
Model uses a sliding window approach, where the
classiϐier runs at evenly distributed locations through‐
out the image. Recent approaches like R‐CNN, on the
other hand, generate potential bounding boxes ϐirst
using region proposal methods, then run a classiϐier
on the suggestedboxes. In post‐processing, thebound‐
ing boxes are reϐined and the detections are elimi‐
nated, and the scores are recalculated based on the
other objects in the image. Thesemodels that use com‐
plex pipelines are relatively slowandhard to optimize.
With YOLO, you only look once at an image to predict
what objects are present and where they are. YOLO is
relatively simple and fast, training on full images to
make the detection process effective. Because YOLO
does not use a complex pipeline, it is extremely fast.
It uses a neural network to predict detections from a
new image at test time, which enables it to process
streaming video in real‐time. YOLO analyzes the image
while making predictions. For training and testing, a
fully connected layer predicts the output coordinates
and their probabilities by taking into account the full
image so it can extract contextual information about
classes. For training and inference purposes it uses the
Darknet framework. YOLO faces difϐiculty with small
objects that appear in groups, for example, a ϐlock of
birds, and also it struggles to generalize objects that
appear in different aspect ratios. Errors are caused
primarily by incorrect localization.

Despite the success of deep convolutional neural
networks (CNNs) in object detection, for almost all
the current models a lengthy process of numerous
iterations inabatch isused to train them. In thecurrent
scenario, all of the target classes have a great deal of
trainingdata interpretedwith trainingsamples, andall
of the training images are used for training purposes.
Due to their high interpretation cost and complex
training requirements, these methods have a limited
ability to accommodate online classes and grow.

To avoid the earlier mentioned limitations, we can
study a learning setting known as iFSD (Incremental
Few‐Shot Detection) [23].

The Incremental Few‐Shot Detection or iFSD set‐
ting is deϐined as (1) the set of base classes that have a
sufϐicient number of training samples that can be used
to pre‐train the detection model in advance, and (2)
when the training part is completed, the iFSD model
must be ready for deployment to a real‐world appli‐
cation where the new classes can be added at any
time with the help of few annotated examples. The
model should work with learning without forgetting
the principle, i.e., it should give a fair result on all
the classes registered so far. (3) Memory footprint,
storage, and compute costs should be feasible for the
learning of classes from an unbounded ϐlow of exam‐
ples. Themodels should be able to bedeployedon low‐
resource devices such as smartphones and robots.

A guide to the novel COCO Dataset created for
Object detection and classiϐication is presented by T.Y.
Lin et al. [24]. It mainly focuses on the non‐iconic
or scenic views of images, pointing out the difϐicul‐
ties encountered when detecting scenic views. It out‐
lines image segmentation, bounding‐box generation,
heatmap, and per‐pixel color location. The focus is on
2D and 3D image localization and per‐pixel seman‐
tic segmentation. The paper outlines the need for a
large and rich‐annotated image with a large number
of instances per sample of objects. This collection aids
in better learning and accuracy on scenic views of
images. The different techniques of image segmenta‐
tion, classiϐication, and detection have been deϐined
with respective limitations. Semantic scene labeling
has been deϐined as pixels of images belonging to each
object category. This also helps in detecting objects
wherein individual objects are hard to deϐine and
establish. Image localization and bounding box have
been described as the major step in object detection
and face tracking. The task of object classiϐication
requires binary image labels and is comparatively eas‐
ier as we deal with general iconic images. Various
statistics have been presented for the COCODataset in
comparison with other contemporary datasets.

Joseph Redmon and Ali Farhadi [25] presented
some design changes to YOLO, which makes it a lit‐
tle bigger but more accurate and faster. YOLOv3 is
approximately as accurate as an SSD but three times
faster. YOLOv3 clusters the dimensions of ground
truth labels to generate anchor boxes for predicting
the bounding boxes, where each bounding box has 4
coordinates, tx, ty, tw, and th. Each box predicts the
classes which may be present using multilabel clas‐
siϐication. During training, it uses the binary cross‐
entropy loss formaking class predictions. Darknet‐53,
a hybrid network composed of YOLOv2 and Darknet‐
19, predicts box shapes at 3 different scales and
extracts features from them. This network consists of
successive 3x3 and 1x1 convolutional layers with a
total of 53 convolutional layers. Darknet‐53 performs
better than many of the recent classiϐiers. Darknet‐
53 is even better than ResNet‐101 and ResNet‐152
in terms of performance and speed. Because of the
better utilization of GPU, Darknet‐53 has the highest
measured ϐloating‐point operations per second. On
the other hand, ResNets havemany layerswhichmake
them very inefϐicient.
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YOLOv3 performs extremely well on the old detec‐
tion metric of mAP at IOU=.5 and is almost as good as
RetinaNet andmuch above SSD variants. Performance
of YOLOv3 decreases as the IOU threshold increases
whichmeans that it faces difϐiculty in getting the boxes
perfectly aligned with the object. YOLOv3 in compar‐
ison with YOLO struggles with medium and larger‐
size objects. Overall, YOLOv3 is a pretty good detector,
extremely fast, and accurate.

It is evident from the literature survey that many
tools and solutions have been created to aid and
direct visually‐impaired people around indoor and
outdoor pathways. Nevertheless, they haven’t entirely
satisϐied the user needs and technological speciϐica‐
tions. Currently, the majority of these unanswered
questions are being addressed independently inmany
research areas, including indoor location, computa‐
tion ofϐloading, distributed sensing, and the exami‐
nation of spatially‐related perceptual and cognitive
processes in visually‐impaired individuals. However,
mobile phones and other such devices, along with
state‐of‐the‐art technologies, are quickly becoming
integrated into their daily lives. Old and new solutions
have become workable in this setting, and some of
them are now on the market as smartphone applica‐
tions or portable devices.

3. Dataset Used
3.1. Microsoft COCO (Common Objects in Context)

Dataset

There are numerous images depicting complex
everyday scenes of everyday objects in their natu‐
ral setting contained within this large, richly anno‐
tated dataset. It addresses 3 major problems in scene
understanding, i.e., detecting non‐iconic views, con‐
textual reasoning, and precise localization of objects.
The dataset consists of a large set of images con‐
taining contextual relationships and non‐iconic object
views, with 91 common object categories, 25 million
labeled instances in 3,28,000 images. COCO has more
instances per category compared to other contempo‐
rary datasets (Fig. 1).

Figure 1. Instances vs image size comparisons for
different datasets

Figure 2. Instances vs no. of categories’ comparisons for
different datasets

Figure 3. Percentage of images vs instances for different
datasets

3.2. Google ImageNet Dataset

Researchusing ImageNet aims to develop software
that can recognize visual objects.

The database has more than 14 million‐annotated
images and with at least one million of the images,
bounding boxes are also provided. ImageNet contains
more than 20,000 categories.

The number of categories is very large, but
instances per category are substantially low for rig‐
orous training. The dataset is organized according to
the WordNet hierarchy (currently only the nouns), in
which each node of the hierarchy is depicted by hun‐
dreds and thousands of images (Fig. 2). The average
number of images per node is currently over 500.

3.3. SUN Database

The main aim of this dataset is to provide
researchers with a comprehensive collection of anno‐
tated images covering a large variety of environmental
scenes, places, and objects within (Figs. 3 and 4). The
samples are built using vocabulary based on scenes
and places. The vocabulary is then queried to obtain
images from the internet. It has 16, 783 images of var‐
ious scenes. The dataset has been optimally divided
into training and testing samples.
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Figure 4. Percentage of images vs categories for
different datasets

4. YOLO – Object Detection Model
TheYOLOsystemdetects objects in real‐timeusing

state‐of‐the‐art sensors. It is a fast object detection
approach that scans the complete image to extract
contextual information with high accuracy. In prior
detection systems, classiϐication or localization func‐
tions are repurposed to perform detection. Themodel
is applied to an image at multiple scales and locations
to accomplish detection. YOLO detects high‐scoring
regions using a unique method that involves applying
24 convolutional layers followed by two fully con‐
nected layers to the entire image. An image is divided
into regions by this network and bounding boxes and
probabilities are predicted for each region. Predicted
probabilities are used to weigh the bounding boxes.
The YOLO predicts based on how the image is global
at the time of the test, not its components. Unlike
systems such as R‐CNN, which require thousands of
evaluations for a single image, this makes predictions
using one network evaluation. Faster than R‐CNN and
100x faster than Fast R‐CNN, it is more than 1000x
faster than R‐CNN. A newer version of YOLO, YOLOv3
incorporates several improvements to provide better
training andbetter performance, includingmulti‐scale
predictions, a better backbone classiϐier, and more.

5. Architecture
The Proposed Architecture comprises various

dependent components implemented as stand‐alone
modules as shown in Figure 5. We adopt a client‐
server architecture, wherein the Server is a remote
entity running on a local machine. The Client Appli‐
cation is implemented as a mobile application that is
connected to the camera device through a wireless

Figure 5. Client‐Server interaction

network either using Bluetooth, Wi‐Fi, or other wire‐
less transmission protocols.

The only requirement is sufϐicient bandwidth and
low latency. Themobile application sends a request to
the mirror site which, in turn, forwards it to the local
server. The local server, running a YOLOv3 model,
detects objects within the input image and creates a
list of objects found. This list is ϐinally converted into
a string and sent as a response to the mirror site,
which, redirects the response to the client application.
The client application using text‐to‐speech function‐
ality converts this string into audio that is fed into
the earpiece of the visually‐impaired individual. For
simplicity, the entire image is divided into 9 different
zones, viz., Center, Top Left, Bottom Right. The model
alsopredicts the zoneof eachobject detectedusing the
bounding‐box location returned by the YOLO model.

The various components of the system are as
follows:
‐ YOLOv3: YOLO model implemented in Python
using CV2 and Numpy libraries.

‐ Local Server: Server implemented in Python using
Flask and ngrok libraries.

‐ Mobile Application: Mobile Application imple‐
mented inDart and Flutter usingDio, tts, and cam-
era libraries.

‐ HTTP Mirror: Ngrok creates a mirror HTTP site
that redirects and forwards requests and responses
between client and server. The request is made to
this HTTP site.

‐ Camera: External camera device installed on the
walking cane.

Table 1. Comparison based on average precision on MS coco

One Stage Methods Backbone Average Precision IoU Average Precision Area
S M L S M L

YOLOv2 DarkNet‐19 21.6 44.0 19.2 5.0 22.4 35.5
SSD513 ResNet‐101‐SSD 31.2 50.4 33.3 10.2 34.5 49.8
DSSD513 ResNet‐101‐DSSD 33.2 53.3 35.2 13.0 35.5 51.1
RetinaNet ResNet‐101‐FPN 39.1 59.1 42.3 21.8 42.7 50.2
RetinaNet ResNeXt‐101‐FPN 40.5 61.1 44.1 24.1 44.2 51.2
YOLOv3 608 * 608 Darknet‐53 33.0 57.9 34.4 18.3 35.4 41.9
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Figure 6. Comparison based on inference time

Figure 7. Comparison based on accuracy on MS coco

6. Results and Discussion
6.1. YOLOv3 Metrics (Table 1)

‐ BasedonCOCO’s averagemeanAPmetric, YOLOv3 is
comparable to SSD variants. YOLOv3’s performance
at 320x320 is 22 ms at 28.2 mAP, which is 3 times
faster than SSD.

‐ When mAP detection is updated to IOU=.5 (or
AP50), YOLOv3 has a performance almost similar to
RetinaNet. According toRetinaNet’s tests, it achieves
similar performance to 57.9 AP50 in 51ms, but it is
3.8* faster than RetinaNet’s tests.

‐ The YOLOv3 performance drops signiϐicantly, as
indicated by COCO average AP, as the IOU threshold
increases, indicating that it is a poor performer.

‐ However, YOLOv3 is a very strong and fast detec‐
tor, which is very good on the old detection metric
of .5 IOU

6.2. Application UI

Since the application ismade for visually‐impaired
individuals, it is obvious that a very rudimentary user
interface (UI) is sufϐicient.

Based on this, we created a simple and lucidUI that
is being used only for demonstration purposes (Refer
to Figs. 8–10). The external camera hardware has not
been used for demonstration purposes, instead, the
mobile device camera is used. A few samples of the
ApplicationUI alongwith the local server are shown in
Figure 11. Themobile application can be found at [25]

Figure 8. Home screen on client application

Figure 9. Setting the HTTP mirror address on the client
application

and the server. The response time on average was
found to be around 5 s. The upper bound response
time is also around 5 s.
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Figure 10. A camera on client application

Figure 11. Local server running on a local machine

Object‐detection model. Many Object Detection
algorithms have been proposedwithwide‐scale appli‐
cability. Choosing one such model that pertinently
solves the problem at hand is a major determiner in
obtaining good accuracy. We have provided reviews of
variousobject detection techniques thatworkwith the
scenic view of generic images. A wide‐scale compar‐
ison among the various object detectors has encour‐
aged us to use YOLOv3, an incrementally modiϐied
form of YOLO, as the object detector. The accuracy
and mAP score of YOLO is above par with most con‐
temporary detectors, and for another reason, YOLO is
simpler in implementation, allowing the simple and
robust construction of an object detector.We have dis‐
cussed the proposed architecture, i.e., a client‐server

model along with the various necessary components.
The modular approach has enabled us to achieve a
great average response time of 5 s.

7. Conclusion and Future Work
Peoplewho are visually‐impaired struggle tomove

safely and independently, which prevents them from
participating in routine professional and social activ‐
ities both indoors and outdoors. They also have dis‐
tressing recognition of basic environmental factors.
This paper provides a computer vision‐based system
that supports blind people in navigation as well as
tries to address the problems posed in the introduc‐
tion section. The suggestedmethod is examined under
various circumstances and measured against compet‐
ing programmes available on the Appstore. The ϐind‐
ings show that the programme functions reasonably
well under various conditions and is quicker andmore
effective than its alternatives. As opposed to many
other applications, this one lets blind users open it
by plugging their mobile phones’ earphone jacks in.
This makes it somewhat accessible to blind users.
This application can be used for navigation in its cur‐
rent condition, although it has several restrictions.
There are still a lot of things that need to be ϐixed.
To account for better object detection, the application
can be enhanced by combining it with the Internet
of Devices’ technology devices. The performance of
the application will improve in the future thanks to
improvements in deep learning and the YOLO algo‐
rithm. The app only works on Android phones, so it
will need to be redesigned so that it can run on other
platforms as well.
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