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Abstract:
This paper focuses on the  issue of big data analyt-
ics for traffic accident prediction based on SparkMllib 
cores; however, Spark’s Machine Learning Pipelines 
provide a helpful and suitable API that helps to cre-
ate and tune classification and prediction models to 
decision-making concerning traffic accidents. Data sci-
entists have recently focused on classification and pre-
diction techniques for traffic accidents; data analytics 
techniques for feature extraction have also continued 
to evolve. Analysis of a huge volume of received data 
requires considerable processing time. Practically, the 
implementation of such processes in real-time systems 
requires a high computation speed. Processing speed 
plays an important role in traffic accident recognition 
in real-time systems. It requires the use of modern 
technologies and fast algorithms that increase the ac-
celeration in extracting the feature parameters from 
traffic accidents. Problems with overclocking during 
the digital processing of traffic accidents have yet to be 
completely resolved. Our proposed model is based on 
advanced processing by the Spark MlLib core.  We call 
on the real-time data streaming API on spark to con-
tinuously gather real-time data from multiple external 
data sources in the form of data streams. Secondly, the 
data streams are treated as unbound tables. After this, 
we call the random forest algorithm continuously to 
extract the feature parameters from a traffic accident.  
The use of this proposed method makes it possible to 
increase the speed factor on processors. Experiment 
results showed that the proposed method successfully 
extracts the accident features and achieves a seamless 
classification performance compared to other conven-
tional traffic accident recognition algorithms. Finally, 
we share all detected accidents with details onto online 
applications with other users.

Keywords: Big data, machine learning, traffic accident, 
severity prediction, convolutional neural network

1. Introduction 
Creating communication approaches between ve-
hicle, radar, and computer technology is one of the 

most critical tasks in modern artificial intelligence. 
One of the easiest ways for a user to enter information 
is through traffic accident. Therefore, data analysis 
processing technology and its processing tools have 
become a necessary part of the information society. 
In addition, traffic accident recognition is an essential 
research aspect of data processing and a vital vehicle-
radar–computer interaction technique. Traffic acci-
dent data contain semantic and personal characteris-
tics, and environmental information.

Recently, the issue of severity prediction for traffic 
accidents has become a major concern [1-5]. The stu-
dy presented here aims to provide a prediction tool 
for the problem of severity,  which is  important in-
formation for emergency logistics [6-7]. The biggest 
challenge is the lack of real-time data from road safety 
departments for the traffic accidents.

The proposed work performed statistical signifi-
cance testing on the impact of applying a multi-class 
neural network and multiclass random forest on a 
traffic accidents data set [8-12]. Some algorithms of 
machine learning can help in complicated decisions 
supporting system solutions [13-22]; also, some au-
thors discuss the issue of traffic light control as a chal-
lenging problem in modern societies [23-27,36]. 

This paper presents an efficient solution: to use data  
in severity prediction by detecting the severity pre-
diction issue for traffic accidents. In this paper two 
machine learning techniques were proposed for the 
detection of severity prediction for traffic accidents. 
The multi-class neural network proved to have  better 
accuracy, with 93.64% accurate severity prediction; 
this is more than the multi-class random forest, which 
achieved 87.71% accuracy. The random forest algo-
rithm combines the output of multiple (randomly 
created) decision trees to generate the final output. 
Conclusion: Applying machine learning algorithms on 
severity prediction data can help severity prediction 
providers and individuals to pay attention to the traf-
fic accident risks and traffic accidents status changes 
to improve the quality of life. The proposed system 
was applied to a traffic accident data set. The expe-
rimental results of the proposed work proved that 
using the multi-class neural network method can in-
crease the possibility of diagnostic accuracy. We use 
the Apache Spark that supports DL and other big data  
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analytic platforms that support machine learning, 
such as Hadoop, AzureML, and BigML (Fig.1). DL is a 
branch of machine learning that can solve classifica-
tion, prediction, and clustering problems in Internet 
of Vehicles environments.

Big Data Storage: In order to store the incoming 
data in real time, we use a special cluster such as 
HDFS (Hadoop Distributed File System) or any other 
NoSQL database. We specify for our treatments the 
data locality procedure by calling from the external 
requesting system any lamBig Data Analytic function 
to realize the next step (see Fig. 1). For processing 
and advanced processing, we can directly apply Map 
Reduce by translating all processing of classification 
or recognition to Mappers Tasks and Reducers Tasks. 
And we have to call directly on the pre-implemented 
advanced function and APIs from the Apache Spark 
core SparkMlLib.

Visualization: Here, our eyes’ tendency is to get at-
tracted more towards visuals rather than written con-
tent. We have several ways to practice this step (see 
Fig. 2). We first plot the trajectories of vehicles or we 
can plot histograms. 

2. Related Work
During the last ten decades, the issue of road traffic 
safety has been of interest for economic and social 

development in the world. The various solutions in 
intelligent systems were employed for traffic accident 
classification. Earlier methods used manually defined 
features, mostly based on the combination of images of 
accidents on the road, and statistical information [28]. 

During this year (2022), in Morocco speed cameras 
were fixed in the roads to control and transmit images 
and videos in real time in the event of traffic violations 
or accidents, which can help in decisionmaking about 
road accidents. Manually defined and feature descrip-
tors are fed to the traditional machine learning models, 
SVM [29]. Comprehensive survey of the studies of com-
puter vision approaches for traffic accidents recogni-
tion can be found in Sharma et al. [30].

With the advances in hardware for speed cameras, 
especially with the incorporated use of GPUs, deep 
neural networks (DNNs) have achieved new stan-
dards in many research frontiers. The main advantage 
of the DNNs is that they do not require manual feature 
selection, and the features are learned within a DNN 
framework. However, DNNs require a large amount of 
training data, which is not always available. For small 
or moderate size datasets, transfer learning can help 
to overcome dataset size limitations [31]. Delen and 
Sharda [32] identified the significant predictors of 
injury severity in traffic accidents using a series of 
artificial neural networks. Alikhan and Lee [33-41] 
used the clustering-classification heuristic method 
for improvement accuracy in classification of severity 
of road accidents.

3. Background
The processing of the large-scale data generated from 
the Internet of Vehicles environment from various 
sources, such as cameras and sensors, is required. 
DL can be used for the processing of the Internet of 
Vehicles big data. Big Data Analytic platforms that 
support DL are required for the analysis of Internet 
of Vehicles. 

In this section, we present Apache Spark, which 
supports ML and other Big Data Analytic platforms 
that support machine learning, such as Hadoop, 
AzureML, and BigML. DL is a branch of machine lear-
ning that can solve classification, prediction, and clu-
stering problems in Internet of Vehicles environments.

3.1. Apache Spark
Spark is a big data processing framework based on 
streaming, machine learning, and graph processing Fig. 1. Big data analytic platforms for machine learning

Fig. 2. Big Data processing
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[36]. It is an open-source framework and was devel-
oped to overcome some of the limitations of Hadoop 
MapReduce. Spark uses memory based on process-
ing large amounts of data, and it is faster in terms of 
data processing than the MapReduce framework. As 
a result, the data are stored in memory using resil-
ient distributed datasets. Moreover, Spark supports 
real-time analysis. Chiroma et al. [36] presented 
Spark’s open-source distributed machine learning li-
brary, MLlib. Several learning settings exist in  MLlib 
to improve the functionality efficiently, such as op-
timization, linear algebra primitives, and  underly-
ing statistical methods. Moreover, MLlib provides a 
high-level API and several languages that leverage 
Spark’s rich ecosystem to simplify the development 
of end-to-end machine learning pipelines. Chiroma 
et al. [36] discussed the DL over Apache Spark for 
mobile BDA. The authors showed how Spark can per-
form distributed DL on Map-Reduce. Each partition 
of the deep model is learned by the Spark worker for 
the entire mobile big data. Then  the parameters use 
the master deep model of all partial models through 
averaging.

3.2. Hadoop 
Hadoop has emerged as an important framework for 
“distributed processing of large datasets across clus-
ters of machines” [36]. Many Hadoop-related proj-
ects have been developed over the years to support 
the framework, such as Hive, Pig, Tez, Zookeeper, and 
Mahout. Mahout is one of the distributed linear alge-
bra frameworks for scalable machine learning. 

3.3. AzureML
AzureML is a collaborative machine learning platform 
based on predictive analytics in big data, which allows 
easy development of predictive models and APIs. 
Numerous unique features, such as easy operation-
alization, versioning collaboration, and integration 
of user code, are provided by AzureML. Chiroma  
et al. [36] offered a technique for cloud-based 
AzureML named Generalized Flow, which allows bi-
nary classification and multiclass datasets and pro-
cesses them to maximize the overall classification ac-
curacy. The performance of the technique is tested on 
datasets based on the optimized classification model. 
The authors used three public datasets and a local 
dataset to evaluate the proposed flow using the clas-
sification. The result of the public datasets has shown 
an accuracy of 97.5%. Furthermore, the concept has 
become indispensable in big data technologies. For 
example, AzureML supports neural network for re-
gression, two-class classification, and multiclass 
classification.

3.4. BigML
BigML provides highly scalable ML and predictive 
analysis services in the cloud The goal of BigML is 
to assist in developing a set of services, given that it 
is easy to use and seamless to integrate. BigML has 
been used in many studies for predictive analytics 
and DL because of its robustness and simplicity in 

providing a user-friendly interface. For example, a 
study on the distinguishing features of human foot-
print images offers deep analysis using BigML. The 
idea is to exploit the concept of the human footprint 
for personal identification using many fuzzy rules 
for predictive analysis. The verification of 440 foot-
print images is conducted for data quality. GPUs 
have been applied to speed up the performance. 
Moreover, Chiroma et al. [36] presented a predic-
tive analysis on the most popular place for dengue 
in Malaysia to obtain an early warning and aware-
ness to people using the BigML platform. The study 
is based on the decision tree algorithm model, 
which builds on BigML to support classification. 
Moreover, Chiroma et al. [36] analyzed the game 
features and acquisition, retention, and monetiza-
tion strategies as primary drivers of mobile game 
application success.

4. Proposed Method

4.1 Dataset Employed
In this paper, we proposed solution-based big data 
and machine learning models for the development 
of an intelligent system for traffic accident predic-
tion based on different data sources. Figure 3 rep-
resents the networks of wireless access technology 
involving vehicles and the Internet, as well as the 
heterogeneous network commonly referred to as the 
Internet of Vehicles. The figure shows the represen-
tation of the Internet of Vehicles in a large-scale dis-
tributed environment in terms of wireless communi-
cation of various devices. The model of the Internet 
of Vehicles is integrated into the cloud, equipped with 
a high-performance computing server with multiple 
GPUs, large-scale ML models, and Apache Spark. In 
the first pillar, this processing is done by capturing  
on real time all incoming datasets, which are stored 
in the Hadoop Distributed File System cluster. After 
that we have called on SparkMlLib core to use all the 
pre-implemented LamBig Data Analytic functions. In 
the second pillar, an analytical study is performed to 
group the important features. In the third pillar, we 
performed a selection of features itself, and new data 
sets are generated. Fourth, machine learning algo-
rithms are used to define accident rates. Finally, the 
crash rates are sent to the vehicles. This paper focuses 
on the second stage of the scheme. The data sources 
represented for this system are police consulter, traf-
fic conditions, automatic radar, vehicle data, fixed or 
moving cameras, driver data, weather, or other exter-
nal factors. Each source for the dataset can be inte-
grated into the proposed system.

The aim of this paper is threefold. First, we in-
troduce a TRAFFIC ACCIDENTS_2019_LEEDS data-
set. Second, we analyzed the quality of this dataset 
for the traffic accident classification task. Third, we 
extend the study, using ANN, SVM, and random forest 
models to pre-train for  the traffic accident classifi-
cation task by exploring a larger number of machine 
learning models.
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Table 1 presents the dataset details and number of 
features for pedestrian, vehicle or pillion passenger, 
or driver or rider.

4.2 Balancing the Database
As shown in the following figure (Fig. 4), the database 
is unbalanced, because the number of each class is 
quite different (1 is pedestrian, 2 is vehicle or pillion 
passenger, 3 is driver or rider).

To balance the database, there are two possibilities: 
Up sampling, or resampling the values to make their 
count equal to the class label with the higher count, or 
Down sampling, picking n samples from each class label 
where n = number of samples in class with least count.

Fig. 3. Model of the Internet of Vehicles integrated into the cloud equipped with a high-performance computing server 
with multiple GPUs, large-scale ML models, and Apache 

Fig. 4. Distribution of casualty class for the severity 
prediction for traffic accidents

Tab. 1. Complete Dataset details

Type Number of features 

Pedestrian 1152

Driver or rider 405

Vehicle or Pedestrian 
passenger

350

Total 1907

In this study, we then use the TRAFFIC 
ACCIDENTS_2019_LEEDS data from the office of Road 
Safety of the Department of Transport. The classifi-
cation labels represent each of the data sets. In this 
database there were 1152 accidents classified as pe-
destrian, 405 classified as driver or rider, and the re-
maining 350 accidents were classified as vehicle or 
pedestrian passenger (see Fig. 4).
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In this study, we chose to expand the database. 
We obtained 1152 records for each class, for a total of 
3456 records after augmentation (see Table 2).

Then we divided the database into two parts, a 
training part (Training Dataset) and another part for 
testing (Test Dataset). We used 80% of the database 
for training and 20% for testing: i.e., 2764 number of 
features for Pedestrian, Vehicle or pillion passenger, 
or Driver or rider for the training set, and 692 featu-
res for the test set, in Table 2. This processing was 
done by capturing  in real time all incoming datasets 
stored in the Hadoop Distributed File System cluster. 
After this we have called SparkMlLib core to use all 
the pre-implemented LamBig Data Analytic functions. 
We took an ANN that consists of an input layer. Fig. 5 
shows the random forest algorithm, which combines 
the output of multiple (randomly created) decision 
trees to generate the final output.

5. Experimental Results and Discussion 

5.1 Evaluation Metrics
Accuracy is one criterion for evaluating classification 
models. Informally, accuracy refers to our model’s 

percentage of true predictions. The formal definition 
of accuracy is as follows:

 
+=

+ + +
TP TNAccuracy

TP TN FP FN
 (1)

Determinants are True Positives (TP), True 
Negatives (TN), False Positives (FP), and False 
Negatives (FN).

Precision is the percentage of successfully de-
tected positives in relation to all expected positives. 
Mathematically:

 =
+

  TPPrecision
TP FP

 (2)

Where TP denotes True Positive (number of cor-
rect positive predictions) and FP denotes False Positive 
(quantity of misclassified positive predictions). Recall 
is the total number of positive predictions that were 
correct across all positive samples. Mathematically: 

 =
+

TPRecal
TP FN

 (3)

Where TP denotes True Positive (number of 
correct positive predictions) and FN denotes False 
Negative (number of incorrect negative predictions).

F1 score is Precision and Recall in a symbiotic rela-
tionship. For unbalanced data, the F1 score is a superior 
performance statistic than the accuracy metric [37].

 

×= ×
+1 2 Precsion RecallF

Precsion Recall  (4)

Tab 2. Dataset details after augmentation

Type Number of features 

Pedestrian 1152

Vehicle or pillion passenger 1152

Driver or rider 1152

Total 3456

Fig. 5. An overview of random forest
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5.2 Experimental Setting
We compared the performance of our model to the 
performance of the ANN, SVM, and RF approaches. 
This processing is done by capturing in real time 
all incoming datasets, which are then stored in the 
Hadoop Distributed File System cluster. After that, 
we have called upon SparkMlLib core to use all the 
pre-implemented LamBig Data Analytic functions. We 
preserved the class ratio between Pedestrian, Vehicle 
or pillion passenger, and Driver or rider, where the 
datasets were randomly split into training and test 
data. Each of the models we tested was trained us-
ing training data, while the models’ performance was 
evaluated using test data. To ensure that the model 
was consistent, we ran 10-fold cross-validation on 
each of the models.

To compare results with our system, we used 
the ANN, SVM, and RF classifiers on the TRAFFIC 
ACCIDENTS_2019_LEEDS dataset. The algorithms 
were created utilizing the Python scikit-learn toolkit 
and the hyperparameter settings provided.

Fig. 6 represents the confusion matrix for 
Pedestrian, Vehicle or pillion passenger, or Driver 
or rider using the ANN model. The performance of 
the ANN model for the test dataset is evaluated after 
the completion of the training phase and was compa-
red using several performance measures—precision 
(PPV), sensitivity or recall, specificity, area under 
the curve (AUC), F1 score. Fig. 7 also presents the 
confusion matrix for Pedestrian, Vehicle or pillion 
passenger, or Driver or rider classification using the 
random forest model and SVM model. The model 
that Fig. 8 represents  is the Train and validation ac-
curacy curve.

  
=  

 
 

TP FP
CM

FN TN
  (5)

6. Discussion
To predict the severity of traffic accidents, we pro-
posed a solution based on big data and machine 
learning models. This processing was done by cap-
turing  in real time all incoming datasets stored in 
the Hadoop Distributed File System cluster. We then 
called on SparkMlLib core to use all the pre-imple-
mented LamBig Data Analytic functions. We used 
ANN, SVM and RF classifiers. The results of the mod-
els in terms of accuracy, precision, recall and F1 score 
are calculated from the confusion matrices. In terms 
of accuracy, precision, recall and F1 score, Table 3 
shows the results of the models on the dataset. For 
the dataset, the Random Forest classifier outperforms 
the other models in terms of precision, accuracy, and 
F1 score. Although the ANN classifier has the best re-
call, it performs poorly on the other performance cri-
teria for this dataset. Compared to RF, ANN and SVM 

Fig. 6. Confusion matrix for Pedestrian, Vehicle or 
pillion passenger, or Driver or rider classification using 
ANN model.

Fig. 7. Confusion matrix for Pedestrian, Vehicle or pillion passenger, or Driver or rider classification using Random Forest 
model (a) SVM model and (b) Random Forest model.
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classifiers perform admirably. Compared to RF, ANN 
and SVM are less accurate. However, compared to the 
other approaches, SVM fails to achieve a satisfactory 
F1 score and recall score, even though the precision 
score is correct compared to RF and ANN classifiers. 
Finally, Fig. 9 represents the  receiver operating char-
acteristic (ROC) curves for each class in the random 
forest model, showing the true positive rate versus 
false positive rate as the classification threshold is 

varied between 0 and 1. The ROC curve for each mod-
el is an average of 10 curves from the tenfold cross-
validation, determined by the trapezoid rule.

7. Conclusion
In this work,  we propose a solution based on big data 
and machine learning models for prediction of traf-
fic accidents. This processing is done by capturing  in  

Fig. 9. Classifier ROC curve for Random Forest Classifier.

 
 

Fig. 8. Train and validation accuracy curve (a) Train and validation accuracy curve, (b) Train and validation loss curve.

Tab. 3. Values obtained for the different metrics

KNN Random Forest SVM ANN

Accuracy 0.62 0.9364161849710982 0.8251445086705202 0.8771676300578035

precision 0.38 0.9382125952919493 0.8222978546756788 0.8788867858874835

Recall 0.27 0.9364161849710982 0.8251445086705202 0.8771676300578035

F1 score 0.28 0.9355102879655588 0.8232424765175214 0.8770074547672448

As shown in Table 3, the best performing model for detecting the fatal state is the Random Forest model which gave better accuracy values 
(93.64% for training accuracy and 93.82% for test accuracy)
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real time all incoming datasets, which are stored in 
the Hadoop Distributed File System cluster. Then, we 
called upon SparkMlLib core to use all the pre-im-
plemented LamBig Data Analytic functions. Next, we 
focused on severity prediction for traffic accidents, 
which is a huge step in road accident management. 
After that, this issue provides important informa-
tion for emergency logistical transportation. Finally, 
to evaluate the severity of road accidents, we have 
evaluated the potential impact of the accident, and 
realized effective accident management procedures. 
In this proposed study, we have implemented some 
algorithms to classify the severity of traffic accidents, 
and presented the confusion matrix to specify the : 
Pedestrian, Vehicle or pillion passenger, or Driver or 
rider using Random Forest, Support Vector Machine, 
and Artificial Neural Network. To validate this experi-
mentation, the TRAFFIC ACCIDENTS_2019_LEEDS 
dataset was used to classify the severity prediction 
for traffic accidents into three classes: Pedestrian, 
Vehicle or pillion passenger, or Driver or rider. In fu-
ture work, it will be possible to use more features, and 
to find best features for classifications for real data 
in our city. Again, we can extract these selected fea-
tures from the program file; also, we can implement 
the cost for the prediction of the gravity of Traffic 
Accidents. The very important benefit of using the 
big data paradigm is that it improves the processing 
of data, and establishes a good rate on road security 
based on classification and recognition of traffic ac-
cidents. We have called directly and in the real time 
mode on the pre-implemented Machine Learning 
functions for classifying and predicting the traffic ac-
cident in real time.

The new aims and challenge of this work is that 
we have processed very large data streams in real 
time mode. This makes possible effective uses of very 
advanced libraries and a faster system.  The obtained 
results have been tested for accident prevention in 
different types of areas and roads.
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