
Open Access. © 2023 Emmons and Maciejewski, published by Sciendo. This work is licensed under the Creative
Commons Attribution‐NonCommercial‐NoDerivatives 4.0 License

VOLUME 17, N∘ 2 2023
Journal of Automation, Mobile Robotics and Intelligent Systems

QUANTIFYING SWARM RESILIENCE WITH SIMULATED EXPLORATION OF MAZE‐LIKE
ENVIRONMENTS

QUANTIFYING SWARM RESILIENCE WITH SIMULATED EXPLORATION OF MAZE‐LIKE
ENVIRONMENTS

QUANTIFYING SWARM RESILIENCE WITH SIMULATED EXPLORATION OF MAZE‐LIKE
ENVIRONMENTS

QUANTIFYING SWARM RESILIENCE WITH SIMULATED EXPLORATION OF MAZE‐LIKE
ENVIRONMENTS

Submitted: 11th November 2021; accepted: 24th March 2022

Megan Emmons, Anthony A. Maciejewski

DOI: 10.14313/JAMRIS/2‐2023/10

Abstract:
Artificial swarms have the potential to provide robust,
efficient solutions for a broad range of applications
from assisting search and rescue operations to exploring
remote planets. However, many fundamental obstacles
still need to be overcome to bridge the gap between
theory and application. In this characterization work, we
demonstrate how a human rescuer can leverage mini‐
mal local observations of emergent swarm behavior to
locate a lone survivor in a maze‐like environment. The
simulated robots and rescuer have limited sensing and
no communication capabilities to model a worst‐case
scenario. We then explore the impact of fundamental
properties at the individual robot level on the utility of
the emergent behavior to direct swarm design choices.
We further demonstrate the relative robustness of the
simulated robotic swarm by quantifying how reasonable
probabilistic failure affects the rescue time in a complex
environment. These results are compared to the theo‐
retical performance of a single wall‐following robot to
further demonstrate the potential benefits of utilizing
robotic swarms for rescue operations.

Keywords: Swarm robotics

1. Introduction
Swarm robotics is a relatively new domain of

research that takes inspiration from cooperative bio‐
logical systems such as ϐlocking birds, ant colonies,
and schools of ϐish. Like their biological counterparts,
robots in a swarm are governed by local rules, but fre‐
quent interactions with other robots and the environ‐
ment generate a more complex, emergent behavior.
Sophisticated foraging strategies and complex colony
construction by ants reveal just a few of the poten‐
tial advantages of emergent behavior because these
actions are accomplished in a distributed and robust
manner. Similar emergent behaviors in artiϐicial sys‐
tems will be extremely useful in many exploration
tasks, particularly in harsh environments with a high
probability of robot failure. Disaster scenarios are
an especially relevant application domain with an
increasing rise in occurrence and economic impact [1]
and, currently, no viable robotic solutions.

Despite the many important applications and
advancements in theory, research in robotic swarms
has not yetmatured to the point of reliable, real‐world
deployment. Two fundamental hurdles between the

potential and reality of swarms are (1) determining
what collective behavior will emerge from the swarm
and (2) identifying the inϐluence of local parameters.
These challenges are not decoupled. Each robotwithin
the swarm may be equipped with a variety of sen‐
sors and control strategies that can be considered as
parameters. Swarms are necessarily composed of a
large number of agents [2, 3] so the choice of param‐
eters is immediately scaled by the size of the swarm,
which imposes some minor difϐiculties. The true difϐi‐
culty comes from the collective behavior that emerges
after the robots interact with each other as well as the
environment. Robot interactions propagate aspects
of the local parameters, but there is no closed‐form
method for determining how individual behaviorswill
affect the emergent behavior.

Physical implementations would best reveal the
full emergent behavior. Swarm test platforms are sur‐
facing and offer improved research development, but
current realizations are restricted to table‐top envi‐
ronments, like the kilobot [4] or Zooid [5], often
require overhead vision systems for robot position‐
ing such as in [6], and are necessarily constrained by
the physical number of robots. For example, Georgia
Tech’s impressive Robotariumoffers a remotely acces‐
sible testbed for swarm algorithms but only includes
25 physical robots [7]. Beyond environment and size
limitations, the initial choices of robot physicality
already constrains the range of potential emergent
behaviors the swarmcan exhibit [8]. Simulation there‐
fore remains a very necessary design step because it
can be used to investigate the baseline impact of local
parameters on collective properties. The investigation
can inform choices for the base physicality of individ‐
ual robotswithin the swarm and is less constrained by
swarm size and environmental constraints.

Arguably the most fundamental local parameters
dictate how a robotmoves and interactswith the envi‐
ronment. Speciϐically, a robot’s speed, motion abil‐
ity, and sensing range control how the robot will
move through an environment even in the presence
of more sophisticated trajectory control like [9]. The
effect of these parameters will be ampliϐied in a
swarm and impact properties of the emergent behav‐
ior. A human observing the swarm will likely not
be able to identify subtle changes in the emergent
behavior, but group studieswhere humanparticipants
are asked to classify swarm behaviors by observ‐
ing simulated results have shown that people can
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recognize general patterns [10–12]. Robot density,
velocity, and relative cohesion were all notable prop‐
erties that helped human participants classify simu‐
lated emergent behavior.

In this foundational study, we consider a human
rescuer who can only rely on local observations of the
emergent swarm velocity to navigate a simulated dis‐
aster environment in an attempt to locate a lone sur‐
vivor. Robots within the swarm have no communica‐
tion or localization ability. Thismodel allows the inϐlu‐
ence of fundamental robot features related to motion
and sensing to be identiϐied. Variations in local swarm
parameters are evaluated qualitatively, by observing
the resulting motion and area coverage, as well as
quantitatively, by the impact of the parameter varia‐
tion on the rescuer’s ability to successfully locate the
lone survivor. From this work, we begin to establish
important swarm characterization. The robustness of
swarms in terms of parameter variation, environmen‐
tal features, and robot failure is quantiϐied. We also
demonstrate the value of employing swarms in disas‐
ter scenarios to motivate additional development.

We ϐirst place our work in the grander scope of
swarm robotics by presenting related work in Sec‐
tion 2 before presenting the simulation framework in
Section 3. Section 4 presents a summary of results
from our investigation of emergent behavior. We also
discuss important observations from our research in
Section 5 before summarizing our work in Section 6.

2. Related Work
Our work is motivated by the absence of robot

solutions for disaster scenarios including mine res‐
cue [13] and building collapse [14]. Ongoing DARPA
challenges and reports [15] indicate a need for
more reliable physical robot implementations. There
is promising progress in this domain for single
robots [16, 17] and improved path planning to mit‐
igate risk [18]. Swarms can potentially leverage
these advancements and further reliability efforts
by utilizing a large number of robots for increased
robustness. Experiments have shown that emergent
swarm patterns can serve as an information storage
mechanism [19, 20] which supports the robustness
paradigm. Yet, to the best of our knowledge, no work
has actually quantiϐied the resilience of a swarm.

In our investigation, we explore a minimalist
swarm to establish a baseline performance to which
additional functionality can then be compared. Our
approach considers the interests of potential swarm
users as indictated in an important study conducted
by Carrillo‐Zapta et al. where target users, including
ϐireϐighters, identiϐied areas where swarms can sup‐
port current activities [21]. Study participants consid‐
ered swarms beneϐicial for gathering information and
supporting communication but emphasized that an
actual person should remain ‘in the loop’ for decision
making.

Decision‐making by the human can be informed
by observations of the emergent swarm behavior. As
demonstrated byworks in swarm expressivity, human

participants were able to classify swarm behavior by
‘unfocusing’ and instead looking at collective behav‐
iors such as robot spacing, velocity, and relative cohe‐
sion [10–12]. We maintain our baseline approach by
having our simulated human rescuer move using only
the observed swarm velocity.

The results from our work focus on maintaining
a minimal approach, which can represent a worst‐
case scenario in robot functionality but also serve as
a baseline. More sophisticated algorithms can then
be compared to these results for design and applica‐
tion purposes. For example, the potential beneϐits of
improved odometry [22], environment analysis [23],
velocity control [24], shape formation [8], and local
communication for risk mitigation [25] can be evalu‐
ated.

3. Simulation Framework
3.1. Swarm Behavior Model

We model a minimalist robot moving in an
unknown, two‐dimensional environment. The robot is
unable to communicate, has nomeans for localization,
and relies on limited sensing. This model allows us
to characterize baseline performance for the swarm
but also represents a worst‐case scenario for physical
robot deployments.

The swarm is composed of 𝑀 such robots where
𝑀 is a user‐deϐined parameter allowing the signiϐi‐
cance of swarm size to be explored. Robots are initially
distributed randomly within a user‐deϐined radius
around the start_center. The position of robot 𝑖 at
iteration 𝑘 is denoted as x(𝑖, 𝑘). Using discrete‐time
steps, robots attempt to move in a straight line with
general desired velocity

v𝑑(𝑘) = 𝑠𝑠[cos(𝛼𝑘), sin(𝛼𝑘)], (1)

with 𝑠𝑠 representing the maximum robot speed, while
also striving to avoid collisions. Each robot is initial‐
ized with a uniformly distributed starting angle 𝛼1.
Subsequent trajectory angles are a combination of the
previous 𝑛 trajectory angles and a Gaussian noise cal‐
culated as

𝛼𝑘 = ൝
1
𝑛 ∑

𝑘−1
𝑎=𝑘−𝑛 𝛼𝑎 + 𝛾 if 𝑛 < 𝑘

𝛼1 otherwise
(2)

where 𝛾 is a normally distributed random variable
centered at zerowithuser‐deϐined standarddeviation,
𝜎. We explore the impact of heading control on swarm
resiliency by varying 𝜎. The size of the moving win‐
dow, 𝑛, is also varied to determine the importance of
memory on the emergent swarm behavior.

Once a desired velocity is determined, we ensure
the robot does not collide with any objects in its sens‐
ing radius, 𝑟𝑠 , by using a generalized forcing model.
The actual velocity for robot 𝑖 at time step 𝑘 is calcu‐
lated as

v𝑠(𝑖, 𝑘) = v𝑑(𝑖, 𝑘) +
𝑊


𝑤=1

f𝑤(𝑤) +
𝑀


𝑗=1,𝑗≠𝑖

f𝑠(𝑖, 𝑗) (3)
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where f𝑤 and f𝑠 denote the effect of the environment
and other robots on robot 𝑖, respectively. We next
deϐine the repulsive wall force for each of the𝑊 walls
creating our environment as

f𝑤(𝑤) = ൝𝐴𝑠𝑒
(𝑟𝑠−𝑑(𝑤))/𝐵𝑠 n̂ if 𝑑(𝑤) ≤ 𝑟𝑠

0 otherwise (4)

with n̂ as a unit vector pointing into the environment,
perpendicular to the wall, and 𝑑(𝑤) as the minimum
distance to the wall segment 𝑤. The choice of coef‐
ϐicients 𝐴𝑠 and 𝐵𝑠 dictates how strongly robots will
be repelled from obstacles. Robots in the swarm also
need to avoid collisions with each other, so f𝑠 is a
similarly repulsive force imposed on robot 𝑖 by all
other robots. Speciϐically, we deϐine

f𝑠(𝑖, 𝑗) = ൝𝐶𝑠𝑒
(𝑟𝑠−𝑑(𝑖,𝑗))/𝐹𝑠 k̂ if 𝑑(𝑖, 𝑗) ≤ 𝑟𝑠

0 otherwise (5)

where 𝑑(𝑖, 𝑗) is now the scalar distance between robot
𝑖 and robot 𝑗, calculated as

𝑑(𝑖, 𝑗) = ‖x(𝑖, 𝑘) − x(𝑗, 𝑘)‖. (6)

We maintain 𝐶𝑠 and 𝐹𝑠 as exploration parameters and
k̂ as a unit vector in the direction of the line of impact
for the collision. Here we note, (5) also serves as a dis‐
persion model to ensure robots are generally directed
further into new regions of the environment.

3.2. Rescuer Model

Maintaining our base assumptions of a disaster
scenario, the human rescuer likewise has a limited
visibility range and cannot modify the behavior of the
robots. The rescuer can travel at a maximum speed
of 𝑠𝑚𝑎𝑥 , has an observation radius of 𝑟ℎ , and position
xℎ(𝑘) at time step 𝑘. During time step 𝑘, the rescuer
calculates their desired velocity as

v𝑑,ℎ(𝑘) = v𝑜𝑏𝑠(𝑘) +
𝑊


𝑤=1

𝑓ℎ𝑤(𝑤) (7)

where v𝑜𝑏𝑠(𝑘) is a velocity inferred from local obser‐
vations of the swarm behavior. The second term in
(7) prevents the rescuer from colliding with the wall,
analogous to (4) but with deϐined scalars

𝐴ℎ = 0.1𝑠𝑚𝑎𝑥 (8)

𝐵ℎ = 2𝑠𝑚𝑎𝑥/ log
2𝑠𝑚𝑎𝑥
𝐴ℎ

. (9)

By the formulation of (7), the rescuer’s desired
velocity is primarily determined using local observa‐
tions of the swarm.We implement a simple ϐlowmodel
for the rescuer to explore how changes in the emer‐
gent swarm behavior inϐluence the utility of observ‐
able swarm properties. More speciϐically,

v𝑜𝑏𝑠(𝑘) = 𝑠𝑚𝑎𝑥
v𝑒(𝑘)
‖v𝑒(𝑘)‖

(10)

where

v𝑒(𝑘) =
𝑀


𝑖=1

v𝑠(𝑖, 𝑘)𝑡(𝑖) (11)

and

𝑡(𝑖) = ൝1 if ‖x(𝑖, 𝑘) − xℎ(𝑘)‖ ≤ 𝑟ℎ
0 otherwise (12)

is an indicator function ensuring the rescuer only uses
swarm velocities which are observable.

Finally, the rescuer cannot exceed their maximum
speed, 𝑠𝑚𝑎𝑥 , nor will they act if the inferred veloc‐
ity from swarm observation is below some threshold
magnitude, 𝑠𝑚𝑖𝑛 , so the actual implemented velocity
at iteration 𝑘, denoted as vℎ(𝑘), becomes

vℎ(𝑘) = ൞
𝑠𝑚𝑎𝑥

v𝑑,ℎ(𝑘)
‖v𝑑,ℎ(𝑘)‖

if ‖v𝑑,ℎ(𝑘)‖ > 𝑠𝑚𝑎𝑥

0 if ‖v𝑑,ℎ(𝑘)‖ < 𝑠𝑚𝑖𝑛
v𝑑,ℎ(𝑘) otherwise

(13)

with an additional limit of 𝜋/4 on the maximum angle
change the rescuerwill experiencebetween time steps
unless they are near a wall boundary.

Equation (11) leverages the pattern recognition
ability of people as demonstrated in studies like those
by Walker et al. [10]. It also introduces an important
but challenging aspect of autonomous exploration,
which is determining the ‘optimal’ amount of time to
wait for information before acting.

Swarm interactions encode important environ‐
mental information, like the presence of openings or
obstacles [20]. The encoding process changes prop‐
erties of the emergent behavior but takes an amount
of time depending on the robot density and distance
to obstacles. We introduced two simple parameters to
explore when the rescuer should begin moving in the
environment using local observations of the swarm.
The 𝑠𝑚𝑖𝑛 parameter speciϐies a minimum magnitude
of observed velocity the rescuer must observe before
acting and represents a coarse consensus within the
swarm about a desired direction. The second parame‐
ter, 𝑃𝑇, is a speciϐied pause time wherein the rescuer
allows the robots time to interact before observing the
emergent velocity.
3.3. Environment Description

Our goal in this work is to initiate a baseline
quantiϐication of swarm parameters, so we deϐined
a starting environment, explored the simulated per‐
formance, then systematically added features to gain
insight into how different parameters inϐluenced the
emergent behavior. Figure 1 presents the four main
environments discussed in this work. All of the envi‐
ronments are built around a central, square room that
is four units wide. The size of the environment serves
as a scaling factor that directs the choice of other
exploratory parameters likemaximum speed and sen‐
sor radius. The simulated robot swarmand rescuer are
initially positioned centrally in this room and cannot
pass through environment boundaries. Robots con‐
tinue to move about the environment according to
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Figure 1. A lone survivor is placed at the end of the
top‐left‐most hallway for each of the four simulated
disaster environments, denoted by the yellow circle.
The rescuer begins in the center of the environment but
has limited sensing, as indicated by the red ellipse

(3) unless they experience a failure or are within a
sensor radius of the survivor’s location, at which point
the robot is removed from the simulation. The robots
themselves are not attempting to locate the survivor,
but the collective ϐlow created by having robots no
longer explore once they reach the survivor directs the
rescuer toward the survivor, as the remaining work
shows. Removing robots from the simulation can be
physically recreated by having the survivor turn the
robots off or using another equivalent strategy.

4. Results
4.1. Preliminary Parameter Characterization

For the initial swarm parameter evaluation, we
focused on qualitatively assessing the reasonableness
of the emergent behavior by animating the swarm
exploration process and quantitatively recording the
percentage of area explored within a ϐixed time. We
initially simulated the robots in Environment 1. As
indicated in Figure 1, the survivor is placed at the end
of the west hallway. Robots stop when they are in the
vicinity of the survivor. After identifying a reasonable
initial operating range for all parameters, we pro‐
ceeded to systematically vary one parameter at a time
and evaluate the resulting swarm performance. The
experiments conϐirmed several intuitive correlations:
‐ Increasing the number of robots increased the area
explored, but with diminishing rate of return, so
that a very large number of robots was needed to
generate even a small increase in exploration area

‐ Increased robot speed similarly increased area
explored, but again with diminishing returns
‐ Too large a speed resulted in unnatural motion,
disproportionate to environment size

‐ The number of past movements stored had a neg‐
ligible effect on the area explored when there were
robot interactions

‐ More area was explored when the robots’ motion
was less random

Table 1. Summary of simulation parameters

Param. Signiϐicance Base Value
𝑀 Number of robots in swarm 300
𝑠𝑠 Maximum robot speed 0.4
𝑛 Number of stored movements 1
𝜎 Std. dev. for Gaussian noise 0.1
𝑟𝑠 Robot’s sensing radius 0.8

𝐴𝑠, 𝐵𝑠 Force coeff. for obstacles 1, 0.5
𝐶𝑠, 𝐹𝑠 Force coeff. for neighbors 1, 0.5

‐ To represent realistic motion, a small value of 𝜎
should be incorporated into the robots’ motion

‐ The presence of other robots acted to restrict spo‐
radic motion due to collision avoidance

‐ Larger sensor radius generally improved perfor‐
mance

From this preliminary set of experiments, we deϐined
base values for the swarm parameters, summarized
in Table 1, that created a relatively ϐluid and efϐicient
dispersion in the environment.

4.2. Resilience to Rescuer Variation

Using the baseline swarm parameter values sum‐
marized in Table 1, we ran 100 different swarm
dispersion scenarios for the environments in Fig‐
ure 1. A maximum exploration time of 3000 steps
was imposed on all scenarios to ensure the simulation
time remained tractable. We then simulated a rescuer
whonavigates theunknownenvironment according to
(13) in an effort to reach the lone survivor. Each res‐
cuer parameter – threshold speed (𝑠𝑚𝑖𝑛), pause time
(𝑃𝑇), sensor radius (𝑟ℎ), andmaximumspeed (𝑠𝑚𝑎𝑥) –
was systematically varied to explore the resiliency of
the swarm and resulting rescue strategy with respect
to variations in the fundamental rescuer behavior.
Our priorities in evaluating the rescuer performance
align with real‐world disaster scenarios: ensuring the
rescuer successfully locates the survivor as reliably
as possible, minimizing the danger to the rescuer by
reducing the number of steps they take in a poten‐
tially dangerous environment, and reducing the time
it takes for the rescuer to locate the survivor.

Systematically varying each rescuer parameter
revealed fundamental relationships between the
properties of a successful rescue and the local
emergent behavior. Variation in 𝑠𝑚𝑖𝑛 had negligible
impact on our evaluation criteria, but the rescuer
often required fewer steps to locate the lone survivor
when the 𝑃𝑇 was ϐirst increased. The median rescue
times for each environment and a range of 𝑃𝑇s
are plotted in Figure 2 along with a ϐitted curve to
help visualize the overall trend. Pause times around
300 were generally most beneϐicial for reducing
the number of steps the rescuer needed to locate
the survivor, independent of environment. Further
increases to the𝑃𝑇 did not notably reduce the number
of steps and instead only increased the rescue time.

Decreasing the number of rescuer steps is partially
correlated with reduced danger to the rescuer, an
important priority in disaster scenarios, but waiting
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Figure 2. The rescuer requires fewer steps to locate the
lone survivor if they first pause and allow the robots to
do some preliminary exploration. The median number
of steps taken by the rescuer over 100 simulations
shows that a 𝑃𝑇 of 300 was generally the most
beneficial, but there is a range of comparable values
indicating resilience to rescuer 𝑃𝑇

for the robots to do preliminary exploration also adds
time to the overall rescue, which is undesirable. The
trade‐off between acting early or waiting for more
information is not new, but disaster scenarios add
the challenge of a potentially dynamic environment
where uncertainty is never fully resolved. Fortunately,
rescuers are highly trained to make decisions based
on the speciϐic situation, so the results of Figure 2
can be used to primarily inform real‐world rescue
strategies. The informative role of the swarm explo‐
ration also aligns with the preferred swarm inter‐
action expressed by participants in the survey by
Carrillo‐Zapata et al. [21].

Speed is a similarly important parameter to ensure
the rescuer fully leverages information from the
swarm. Figure 3 shows the median time required to
locate the survivor as a function of rescuer speed
for the ϐirst three environments from Figure 1. The
survivor is located a speciϐic distance away from the
center of the environment where the rescuer is ini‐
tially positioned so, theoretically, a faster speedwould
result in decreasing the lower bound on rescue time.
We see that the beneϐits of travelling faster are initially
present in Figure 3 but speeds faster than the swarm
speed of 0.4 do not signiϐicantly improve performance
in any of the environments.

While the utility of the swarm was resilient to
variations in rescuer parameters, the rescuer gen‐
erally required fewer steps to locate the survivor if
they implemented a sufϐicient pause time (𝑃𝑇) and a
reasonable speed (𝑠𝑚𝑎𝑥). Another important param‐
eter is the number of robots present in the swarm
to ensure an informative behavior emerges. Figure 4
demonstrates the effect of increasing the number of
robots in Environment 4 on the average rescue time.
A sufϐicient number of robots are clearly needed –
the rescuer never located the survivor when only one
robot was present, and only found the survivor in
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Figure 3. The rescuer often requires the fewest number
of steps to locate the survivor when they have the same
maximum speed as the robots. Here the median rescuer
step count is shown when robots have a maximum
speed of 0.4. Travelling faster than the swarm does not
offer improved performance but indicates a resiliency to
variations in rescuer speed
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Figure 4. The rescuer required less time on average
once more than 300 robots were initially distributed
because a sufficient number of robot interactions
occurred for informative behaviors to emerge. Using
more than 300 robots did not significantly reduce the
rescue time, as demonstrated by the average rescue
times for Environment 4

47% of the simulations when relying on 50 robots,
which resulted in an average of 2400 time steps –
but sufϔicient is difϐicult to deϐine in advance, partic‐
ularly when the environment itself is unknown, as
is the case for most disaster scenarios. Fortunately,
the rescue performance for our minimalist scenario is
relatively robust with respect to variations in swarm
size. Swarm sizes of 200 − 600 robots all resulted in
very similar average rescue times as summarized in
Figure 4 for Environment 4.
4.3. Resilience to Environment Hazards

The harsh terrain of many disaster scenarios
results in a high probability of failure for autonomous
systems. We have shown that the utility of the emer‐
gent behavior is robust with respect to initial swarm
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Figure 5. The median rescue time in Environment 4
(lower red curve) increased as robots experienced larger
failure rates, but the rescuer still successfully located
the survivor in the majority of scenarios (top blue curve)
even when as few as 12 robots remained functional

size but, alternatively, these results can be extended to
scenarios where a large number of robots fail during
the exploration task. To more fully characterize the
impact of robot failure on our hypothetical disaster
rescue scenario, we introduce a failure parameter, 𝑝𝑓 ,
to our simulation model. Prior to moving, a robot will
be assigned a uniformly generated random number 𝑅.
The robot is removed from the simulation if 𝑅 ≤ 𝑝𝑓 to
simulate a realistic, immobilizing failure.

The lower curve in Figure 5 shows themedian time
required to locate the survivor in Environment 4 as
𝑝𝑓 was systematically increased. The top curve indi‐
cates how many of the 100 scenarios resulted in the
rescuer successfully locating the survivor. For all 100
scenarios,300 robots are initially dispersed, travelling
at 0.4 units per time step, with a rescuer 𝑃𝑇 of 300
time steps.

It is instructive to compare the performance of the
swarm in thepresenceof catastrophic failure fromFig‐
ure 5 to the results for varying the initial swarm size in
Figure 4. A 𝑝𝑓 of 0.0014 resulted in the rescuer taking
a median of 639 steps. The swarm experienced a 75%
failure rate over the course of the simulation, so 225 of
the original 300 robots failed by the time the rescuer
successfully located the survivor. Although there were
only 75 robots operating in the environment near the
end of the simulation, the surviving robot behaviors
had still been inϐluenced by interactions with other
robots pre‐failure. Information about the environment
was distributed through the swarm by these inter‐
actions so that, even with mass failure, the rescuer
could still leverage the swarm knowledge to locate the
survivor. Interpolating the values from Figure 4, the
median time for the rescuer would have been about
2000 steps if the swarmwas initially composed of only
75 robots and there were no failures. Amazingly, the
rescuer successfully reached the survivor as long as at
least 12 of the original 300 robots were still present
in the environment, which occurred in 58 of the 100
scenarios.

To further put the swarm resilience into context,
we consider the theoretical performance of a single
robot that primarily operates using a wall‐following
strategy. Environment 4 has a perimeter of 104 units,
so awall‐following robotwould have an expected path
length of 52 units, thus enforcing the same speed, we
expect the wall‐follower to need 130 steps on average
to locate the lone survivor. The wall‐following robot is
also a singular entity, so the rescuer will only success‐
fully locate the survivor if the robot itself does not fail,
but each move in a harsh environment adds a chance
for failure. We model the probability, 𝑝𝑛 , of the wall‐
following robot successfully moving 𝑛 steps by using
the exponential decay model

𝑝𝑛 = 𝑒−𝑐𝑛 (14)

where 𝑐 is the probability of failure per unit step.
Evaluating (14) with 𝑛 = 130, the wall‐following
robot would theoretically need to achieve a 99.58%
reliability per step to locate the lone survivor in Envi‐
ronment 4 in as many trials as our minimalist swarm,
where 75% of the robots failed and the survivor was
still successfully located.

Even with 100% step reliability, a wall‐following
strategy may simply be ineffective for the particu‐
lar environment of interest due to a physical lack
of boundaries or extremely reduced visibility, which
even limits the abilities of human rescuers [21]. We
further explore the swarm’s resilience to environmen‐
tal variations by adding a room, or cavern, to one end
of Environment 4 and placing the lone survivor at the
center of this room. The room dimensions are such
that neither the robots nor the rescuer can sense the
survivor without losing contact with a wall. Figure 6
shows the new environment as well as the resulting
rescuer trajectory for one illustrative simulation. The
trajectory shows that the rescuer sometimes circles
back on their previous path, which adds steps to the
total that would not occur with a wall‐following algo‐
rithm; however, the trajectory also shows that the res‐
cuer avoided entering several unoccupied regions of
the environment, instead spending extra time in areas
that must necessarily be entered in order to reach the
survivor.

Our minimalist rescuer model only considers
the velocities of robots within the rescuer’s sensing
radius, but this simple algorithm leverages the emer‐
gent swarmbehavior to reduce the likelihood of enter‐
ing unnecessary regions of the environment. Con‐
sider the rescuer’s decisionmaking processwhen they
approach the ϐinal hallway junction before entering
the large room where the survivor is located. Figure 7
zooms in on this region of the environment and shows
the rescuer’s position as a red ‘x’ with the sensing area
illustrated with the purple circle. At this point, the
rescuer has been unable to detect the upper hallway.
A wall‐following strategy would lead the rescuer into
the dead‐end hallway, but several robots have already
explored this region and are moving back up, creating
a small repulsive wave that directs other robots as
well as the rescuer away from the dead end in general.
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Figure 6. In the cavern environment, the survivor
(yellow square) is positioned in the middle of a large
room where limited sensing prevents both the rescuer
and robots from seeing the survivor while maintaining
contact with the wall. The survivor would therefore not
be successfully located if the rescuer was alone, or
reliant on a wall‐following robot with comparable
sensing radius, but the dispersion of robots in the
swarm directs the rescuer away from the wall and to the
survivor. The rescuer also avoids entering unnecessary
regions of the environment in this scenario

Figure 7. Some robots have already entered the
left‐most branch of the cavern environment and
encountered a dead end. Zooming in on the final
junction of the cavern environment and showing the
robot velocities as green arrows, the returning robots
exert a pressure that helps direct the rescuer, who can
only detect objects located within the large purple
circle, into the correct hallway and away from the
unnecessary environment segment

The velocity for each robot is shown as a green arrow.
The repulsive force of the wall, combined with the
observable swarm motion at the single time step,
direct the rescuer away from a potentially hazardous
region of the environment and up into the correct
hallway.

More sophisticated path‐planning algorithms
would reduce the amount of rescuer back‐tracking,
but our focus in this work was on quantifying

the resiliency of the emergent swarm behavior to
perturbations. Even with the minimalist model used,
the rescuer successfully located the lone survivor in
our cavern environment in 83 out of 100 simulations
and required a median of 676 steps. The rescuer also
frequently avoided entering unnecessary regions
of the environment, thereby further reducing the
potential hazards encountered in real disaster
scenarios. No change in the swarm behavior was
needed to account for a signiϐicant change in the
environment, which further illustrates the swarm’s
resiliency, this time with respect to environmental
features.

5. Discussion
While we present speciϐic parameter values in

Section 4, we are by no means proposing these
as ideal scalars for swarm exploration. Nor are we
advocating a simplistic interaction between swarm
and simulated rescuer. The real contribution of this
work is establishing a baseline quantiϐication of
swarm resilience, demonstrating important relation‐
ships between robots and a minimalist human res‐
cuer, and illustrating the feasible beneϐits of leverag‐
ing emergent properties for important applications
like locating survivors in disaster environments.

Interactions are the primary force driving emer‐
gent swarm behavior, so a sufϐicient number of robots
are necessary to ensure that collective properties
evolve. While this statement is partially intuitive and
also supportedbyFigure4, the inϐluence of swarmsize
on individual robot properties is potentially less clear
but an extremely important design consideration. We
used values from Table 1 to govern the dispersion
algorithm. The choice of coefϐicients was impressively
resilient to variations, but testing minimum swarm
sizes highlights the value of interactions for producing
more complex behaviors.

For example, during our preliminary investiga‐
tions, we found that an individal robot did not need to
store past steps or implement sophisticated heading
control for efϐicient area coverage if other robots were
in the sensing area. Neighboring robots in the swarm
essentially serve as a motion memory and enforce
moredirect trajectories.Whenone robotmoved, other
robots could ϐill in the space to prevent the robot
from undoing its move, which is the traditional role of
‘memory’. Similarly, an individual robotmay have very
randommotion (large valueof𝜎 in our simulation) but
the presence of other robots combined with a simple
collision avoidance mechanism reduced the robot’s
erratic trajectory compared to the robot’s trajectory in
isolation. The collective behavior generally resulted in
more efϐicient local behaviors without any change to
the individual robot parameters. Figure 8 qualitatively
demonstrates the improved trajectory for a robot in a
swarm with𝑀 = 300 robots (red line) compared to a
robot operating on its own (blue line) with the same
values from Table 1.

Robot interactions also contribute to the desired
robustness frequently associated with swarms
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Figure 8. A robot operating with the parameters of
Table 1 with swarm size𝑀 = 1 ineffectively navigates
the environment (blue line) but increasing the swarm
size improves exploration trajectories without any
change to the local rules. The red line is an illustrative
robot trajectory when𝑀 = 300

because information is stored implicitly in the
behaviors rather than explicitly with any single
robot. Figure 5 demonstrates that the swarm could
experience catastrophic failure but still retain
sufϐicient information for the rescuer to leverage
and successfully locate the lone survivor. Of the
58 scenarios with 𝑝𝑓 = 0.0014 where the rescuer
successfully reached the survivor, the fewest number
of robots still functioning in the environment was just
12, but the motion of those 12 robots had beneϐitted
from the initial distribution of 300 robots.

The surviving robots were generally guided along
amore direct path to the survivor by other robots that
had entered dead end hallways and were attempting
to return before failing. The rescuer similarly bene‐
ϐitted from the exploration of the failed robots before
theywere immobilized. One challenge fromour imple‐
mentation is that the rescuer required a minimum
observed velocity from the swarm before moving.
Thus, in the event that all robots within the rescuer’s
sensing radius failed, the rescuer was unable to move.
In a real‐world disaster scenario, the swarm would
most likely only inform the rescuer’s search strategy
so that even in the extreme cases where no robots are
in the rescuer’s sensing radius, the rescuer can still
navigate the environment.

6. Conclusion
The distributed nature of swarms offers an intu‐

itive promise of robustness and efϐiciency that is espe‐
cially desirable for exploration‐based tasks in harsh
environments like locating disaster survivors. In this
work, we establish a baseline quantiϐication of swarm
robustness by ϐirst evaluating the impact of funda‐
mental robot properties on the utility of the emer‐
gent behavior. A simulated human rescuer relies on
the locally observable swarm velocity to navigate an
unknown disaster environment while attempting to
locate a lone survivor. We afϐirmed that a minimalist

swarm governed by a simple collision avoidance algo‐
rithm had sufϐiciently complex interactions to encode
important environmental information that the rescuer
successfully leveraged. The utility of the swarm was
robust with respect to variations in fundamental res‐
cuer parameters and changes to the environmental
structure. More impressively, the rescuer still found
the survivor when the swarm underwent catastrophic
failure and lost up to 288 of the original 300 robots.

Although simple, the robust success of a simulated
rescuer locating a lone survivor afϐirms the beneϐits
of robot swarms. Local observations of the emergent
swarm behavior often reduced the number of regions
the rescuer entered and even consistently directed
the rescuer into empty spaces that would be inac‐
cessible if relying on limited‐sensing strategies like
wall‐following. Properties of the swarm do not need
to be optimized for the swarm to still be effective
in a variety of environments. While our simulation
established an important baseline, we believe more
information can be extracted by a human observing
the emergent behavior and the additional information
will further improve the swarm performance in all
interactive applications.
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