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Abstract:
This developed modified ant colony algorithm includes an 
additional improvement with local optimization methods, 
which reduces the time required to find a solution to the 
problem of optimization of combinatorial order sequence 
planning in a food enterprise. The planning problem requ-
ires consideration of a number of partial criteria, constra-
ints, and an evaluation function to determine the effecti-
veness of the established version of the order fulfillment 
plan. The partial criteria used are: terms of storage of raw 
materials and finished products, possibilities of occur-
rence and processing of substandard products, terms of 
manufacturing orders, peculiarities of fulfillment of each 
individual order, peculiarities of use of technological equ-
ipment, expenses for storage and transportation of manu-
factured products to the end consumer, etc. The solution 
of such a problem is impossible using traditional methods. 
The proposed algorithm allows users to build and recon-
figure plans, while reducing the time to find the optimum 
by almost 20% compared to other versions of algorithms.

Keywords: order fulfillment planning, modified ant colo-
ny algorithm, efficiency of the algorithms, optimization, 
food industry.

1. Introduction
The food industry is one of the most strategic indus-
tries in any country, because it ensures the nation’s 
food independence. The food industry market is char-
acterized by very high competition, in particular be-
tween domestic and foreign producers. In the face of 
fierce competition, food industry enterprises, which 
are trying to work on long-term contracts, face the 
acute task of keeping consumers, which is possible 
only by making quality products at a reasonable price 
and providing services for a short period of time. This 
requires the purchase and storage of raw materials, 
which have a limited period of use, to make products 
in compliance with all necessary technological re-
quirements, and to ensure storage of manufactured 
products. Under these conditions, enterprise manage-
ment must ensure flexible and responsive production 
with maximum consideration of external and internal 
factors and constraints in production planning and 
operational decision-making [1].

Most technological and production processes in 
the food industry are difficult to describe quantita-
tively, which, together with the multi-criteria nature 
of planning and control tasks, complicates the use of 
traditional deterministic mathematical methods to 
make appropriate decisions [2, 3]. This necessitates 
the use of new intelligent methods for solving man-
agement problems based on operational information 
from specialist experts regarding the prioritization of 
any alternatives in the decision-making process.

It is important to note that the industry problem of 
improving the efficiency of food enterprises requires 
a comprehensive solution, which includes a set of 
problem-oriented models, methods and algorithms, 
management technologies and appropriate informa-
tion and software [4-6].

It should also be noted that very often, the process 
of planning the fulfillment of orders for the manufac-
ture of products in food enterprises takes place under 
conditions of uncertainty and risk.

Estimation of efficiency of the established version 
of the plan requires consideration of external and in-
ternal influences.

For the criteria, which are estimated in monetary 
units, the convolution with the prioritization of each 
of them for each individual case is applied [7].

The total estimated function will be represented 
by the additive convolution of all criteria (1):
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where lg is the criterion importance ratio lg ∈ (0,1), 
Slg = 1;

F1 is the total maximum profit from fulfillment of 
orders for production for a given planning period;

F2 is the total amount of penalties for late fulfill-
ment of the order for a given planning period;

F3 is the total amount of costs when fulfilling the 
order for a given planning period;

F4 is the total costs of maintenance and service of 
equipment not used in the given planning period;

F5 is the total costs for processing and disposal of 
substandard products or production waste in the ful-
fillment of all orders for a given planning period;

F6 is the total costs of storage and delivery of the 
end product to the final consumer for a given plan-
ning period;

F7 is the total storage costs of raw materials and 
supplies in the enterprise for a given planning period.
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In addition, it is necessary to ensure the fulfillment 
of each order to a given moment of shipment, and to 
minimize downtime of the main equipment.

Most often, a manager should form an order ful-
fillment plan, taking into account all the operations of 
the technological process in the manufacture of prod-
ucts, from the supply of raw materials to the delivery 
of finished products to the end consumer. Depending 
on the situation and the type of enterprise, the man-
ager can adjust the necessary set of partial criteria, as 
well as take into account the necessary features of the 
parameters of order fulfillment. The planning task can 
also arise in case of emergency situations, which re-
quire reconfiguration of the existing order fulfillment 
plan in order to minimize losses in case of downtime 
or repair of certain technological equipment. Such 
a problem is a complex combinatorial multi-criteria 
optimization problem. To solve such problems, it is 
reasonable to use modified heuristic and metaheuris-
tic algorithms [7-9].

Thus, the actual scientific and applied problem 
is the development and use of modified algorithms 
and methods to ensure reduction of time for deci-
sion-making, reducing the impact of the human factor 
and reducing costs and time to fulfill orders for the 
manufacture of products by the food enterprise.

2.  Materials and Methods of Research
In a 2020 paper by Hrybkov et al., the information 
technology for solving the problem of planning the 
fulfillment of orders for manufacturing products in 
food enterprises in conditions of uncertainty and risk 
is proposed [7]. The information technology for solv-
ing the problem of order fulfillment planning is based 
on the method of data mining, modified multi-agent 
and genetic algorithms. A combined algorithm for 
solving the planning problem was developed to take 
into account the peculiarities of the subject domain. 
The paper does not consider other modifications of 
multi-agent algorithms, nor does it investigate modi-
fications of the ant colony algorithm.

Another study by Hrybkov et al. and Kharkianen et 
al., the authors proposed a mathematical model of the 
problem of planning the fulfillment of contracts, and 
suggested the use of a modified ant colony algorithm 
[8, 9]. However, the mathematical model and the solu-
tion were directed to non-food industry enterprises.

In a paper by Senthilkumar et al., the authors pro-
posed a hybrid planning algorithm based on the par-
ticle swarm algorithm and the ant colony algorithm. 
The proposed algorithm does not take into account 
the specifics of the food enterprise [10].

A 2013 paper aimed to solve the planning problem 
using the bee colony algorithm, and the local search 
is based on a greedy constructive-destructive proce-
dure [11]. This approach cannot be applied when it is 
necessary to take into account the priorities of partial 
criteria.

The mathematical model given in a paper by LIn 
does not take into account all of the partial efficien-
cy criteria for planning the fulfillment of orders, and 

does not take into account the supply of the final 
product and its storage [12]. 

Another study considered the application of the 
ant colony algorithm to solve the problem of pro-
duction planning in metallurgical plants, but this ap-
proach requires adaptation for food enterprises [13].

Another paper consolidated the approaches to 
production planning of various products [14]. The pa-
per highlights the factors affecting the solution of the 
planning problem using classical optimization meth-
ods, but is not devoted to planning in the enterprises 
of the food industry.

A 2014 paper by Pintea is devoted to the applica-
tion of solving planning problems using ant colony al-
gorithms, but does not consider modifications of the 
ant colony algorithm [15].

Having analyzed the literature reviewed above, 
we may argue for the feasibility of creating and using 
a modified ant colony algorithm to solve the problem 
of planning the fulfillment of orders for the manufac-
ture and delivery of products in food enterprises in 
a given time to minimize costs.

The main management task, which requires con-
sidering the task and constraints of all levels, is the 
operational adjustment of the production plan to ful-
fill orders. As a rule, the solution of such a task was re-
duced by decomposition to the required level. In this 
case, only the necessary criteria and functions with 
constraints were taken into account, but the connec-
tion of all impact criteria was lost.

The production plan is optimal if its fulfillment 
provides the maximum profit for a given period of 
time. The optimal plan of order fulfillment does not 
violate the overall strategic plan of the enterprise, 
minimizes variable costs, and allows the maximum 
use of production and technological equipment.

This problem belongs to the class of hierarchi-
cal multi-criteria optimization problems, including 
various partial criteria, which together influence the 
choice of the optimal solution and the use of which is 
determined by specific conditions [7-9].

Depending on the social and economic situation, 
as well as the characteristics of the manager respon-
sible for drawing up an operational and calendar plan 
for order fulfillment, the problem can be solved in dif-
ferent ways [7, 8]:
• all the criteria are considered and ranked in the 

evaluation of the effectiveness of the operational 
plan of order fulfillment, or

• the task is simplified to the selection of certain 
partial criteria.
The complexity of solving such a problem increas-

es with the number of orders, as well as with the stag-
es of different execution options at different techno-
logical links of production.

The task can be simplified only at enterprises 
where the technological process of product manu-
facturing takes place at one automated technological 
complex having a continuous conveyor production 
cycle. An example would be pasta production, where 
a certain type of product is manufactured on a single 
automated production line.
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It should be noted that some of the equipment 
used in domestic food enterprises requires addition-
al adjustment efforts when introducing new types of 
products. In that case, the cost of adjusting and setting 
up the process equipment according to each product 
manufacturing process is added.

3. The Results of Research
We propose a modified “ant colony” algorithm to 
solve the problem of order fulfillment planning in 
a food enterprise.

The “ant colony” algorithm is based on the prin-
ciple of collective intelligence as exemplified by their 
behavior in finding optimal routes for finding food. In 
the task of making an operational plan for order ful-
fillment, the best plan, which is optimal according to 
the given criteria and constraints, acts as a food. Each 
version of the schedule corresponds to one ant, per-
forming during the algorithm the construction of its 
own route, which corresponds to the sequence of or-
der fulfillment. Among the obtained variants of alter-
native solutions, the best options are selected accord-
ing to the value of the target function or given criteria. 
The information obtained is accumulated and used by 
the ants in the following iterations. Each ant performs 
its actions according to the rules of a probabilistic al-
gorithm, and uses statistical information when choos-
ing the next step, which reflects the previous history 
of the collective search, not only based on the target 
function [9, 13].

First, all orders are divided according to the pos-
sibility of their fulfillment on certain equipment, and 
operational planning for certain equipment and or-
ders begins. A multilayer graph is taken as the basis, 
where each of the layers corresponds to a certain lev-
el of task decomposition.

The first level has representations of the order 
level, where the node denotes the order number; the 
edges have directions reflecting the sequence of or-
der fulfillment, namely, the transition from one order 
to another. The start time of the next order is deter-
mined based on the completion of the first stage of 
the current order according to the technological path 
of production [9, 13].

The transition from the a and b vertices of the 
graph determines the time that must be spent to pass 
the technological operations of manufacturing prod-
ucts by order a without downtime and overlapping 
operations in the fulfillment of order b [8, 9, 13].

The second level has detailing, which displays all 
possible options for the fulfillment of orders received 
from the customer in the form of a graph, where we 
denote an edge — the department or technological 
line l, on which a certain technological operation j can 
be performed. 

The node of the graph is the intermediate state in 
which the semi-finished product is at the transition 
between technological operations. The transition be-
tween the nodes of the graph determines the time 
Δtijl, required to pass the entire batch of semi-finished 
product for the implementation of the corresponding 

i technological operation of the j step on the l equip-
ment [9, 13].

The third level of decomposition reflects the or-
dering sequence graph for each l equipment.

The application of the modified “ant colony” algo-
rithm determines, depending on the production and 
conditions that are determined by the decision maker, 
the search at different levels. In the simplest variant 
only the first level is used, which implies the use of 
only a complete automated line that performs all the 
technological operations for production [9, 13].

Due to the repeated iterative search, at each itera-
tion, the best option among the current ones is select-
ed and compared with the global value. There is also 
a control of the best sequence of order fulfillment for 
a given number of ants. In this case, each ant corre-
sponds to one of the variants of the schedule of order 
fulfillment, which means that, when performing one 
iteration of the algorithm, it is this ant that forms it. 
Positive feedback is implemented as an imitation of 
the ant behavior, that is, “leave traces – move by trac-
es.” The more traces are left on the path, the more ants 
will move along it [8, 9, 13, 17].

New traces appear on the path (corresponding to 
the order fulfillment sequence), attracting additional 
ants. The positive feedback is realized by the follow-
ing stochastic rule: the probability of including an 
edge of the graph in the ant’s path is proportional to 
the number of pheromones on it. This rule ensures 
the randomness of the formation of new variants. The 
number of pheromones deposited by an ant on an 
edge of the graph is inversely proportional to the effi-
ciency of the schedule. The more efficient the sched-
ule is, the more pheromones will be deposited on the 
corresponding edges of the graph, and more ants will 
use them when synthesizing their routes. The pher-
omones deposited on the edges allow for efficient 
routes (execution sequences) to be stored in the ant’s 
global memory. Such routes can be improved in the 
subsequent iterations of the algorithm [8, 9, 18-20].

Using only positive feedback leads to premature-
ly finding a convergent solution when all ants move 
along the same suboptimal route. To avoid this, neg-
ative feedback (pheromone evaporation) is used. The 
evaporation time should not be too long, because the 
previous situation with finding a suboptimal route 
may occur. A very short evaporation time will lead to 
a loss of colony memory, thus not ensuring coopera-
tive behavior of the ants.

Cooperativity is important for the algorithm: mul-
tiple identical ants simultaneously explore different 
points in the solution space and communicate their 
experiences through changes in the cells of the ant’s 
global memory. For each ant, the transition from 
node a to node b depends on three components: ant 
memory, visibility, and virtual pheromone trace. For 
the second level, a list of operations to be performed 
emerges [2, 3, 7, 10-14].

An ant’s memory is a list of orders already includ-
ed in execution that should not be considered when 
scheduling. Using this list, an ant is guaranteed not to 
choose the same order. At each step, the memory of the 
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ant grows, and at the beginning of each new iteration 
of the algorithm the memory becomes empty. Let us 
designate through the Lta,i the list of orders already in-
cluded in the schedule of i ant (Lta,i ∈ n, where n is all 
orders) after the inclusion of the a order, and the list to 
be included in the schedule is Lna,i (Lna,i ∈ n, where n is 
all orders). That is Lta,i ∪ Lna,i = n, herewith Lta,i ∩ Lna,i 
= 0. For the second and third levels of graph decompo-
sition, the list of j stage number from the set of stages 
is taken into account j ∈ wi for i order, wi is the number 
of steps required for i order, as well as the l number of 
equipment from the set of equipment (j ∈ si) for i or-
der, si is the amount of equipment involved to perform 
all stages in the manufacture of the i order [10, 13, 16].

Visibility is the value inverse of the evaluation 
of edges of graph a and b, namely ηa,b(ı) = 1/Da,b(ı), 
where Da,b(ı)t is the value of the graph edge estima-
tion (depending on the level of management, decom-
position can be represented in cost or time form) be-
tween vertices a and b (the more optimal the value, 
the more preferable it is to choose this transition) at 
iteration [8, 9, 13, 16-20].

The virtual pheromone trail on the edge (a, b) re-
flects the desire to visit vertex b from vertex a based 
on ant experience. Unlike visibility, the pheromone 
trail is a more global and dynamic information. It 
changes after each iteration of the algorithm, reflect-
ing the experience accumulated by ants [16]. The 
amount of virtual pheromone on edge (a, b) at iter-
ation, which leaves i insect, is denoted by ξa,b(ı,i). In 
the first iteration ı = 0 of the algorithm operation, the 
amount of pheromone for each i ant is taken equal to 
a small positive number 0 < ξ0,b(0,i) <1.

The transition probability of i ant to vertex b from 
vertex a at the ı iteration is determined by Formula 
(2) [10, 12-14].
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where α is pheromone weight ratio, 0 ≤ α ≤ 1, which 
determines the relative importance of the mark inten-
sity influence on the choice of the path. At α = 0 the 
shortest edge (according to the evaluation of the prob-
lem – time, cost) will be selected for the transition that 
corresponds to the greedy algorithm. At α = 1 the edge 
with the highest level of marks will be selected.

b is the visibility coefficient in route selection 
0 ≤ b ≤ 1, which determines the relative importance 
of the influence of visibility on the choice of the path, 
when b = 0 only pheromone amplification will work, 
which will lead to finding a local suboptimal solu-
tion:  α + b = 1, with the coefficient α determining the 
greediness of the algorithm, and b being hardiness.

Formula (2) defines only the probability of selec-
tion of the next order to include it in the execution 
schedule, which will correspond to the graph of selec-
tion of the next vertex. The value obtained by Formula 

(2) does not change over the course of the algorithm 
iteration, but in two different ants, the value of tran-
sition probability will differ, because they have differ-
ent list of visited vertices [16-19].
After completing the route, each ant deposits on each 
edge the number of pheromones that are included in 
its route and meet the schedule, which are calculated 
by Formula (3).
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where a and b are the indices of the pair of nodes 
uniting the edge the agent passed; Lti(ı) is the formed 
route at the ı iteration of the i ant; Si(ı) is route length 
Lti(ı), expressed in time or cost; Q is the adjustable 
parameter approximating the optimal route, given 
or calculated by the previous iteration; and ′F�  is the 
evaluation of the route according to the selected par-
tial criteria or evaluation function.

In the case that the number of pheromones depos-
ited was not excessive, they are updated according to 
Formula (4), taking into account the pheromone level 
update coefficient 0 ≤ r ≤ 1, which determines its rel-
ative decrease over time.
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where n is the number of ants, which corresponds to 
the number of orders, and r ∈ [0,1] is the pheromone 
evaporation coefficient.

To protect against prematurely finding a subopti-
mal solution, it is proposed to introduce restrictions 
on the concentration of pheromones on the edges 
Dξmin ≤ Dξa,b ≤ Dξmax.

The formula for updating the number of phero-
mones on graph edges turns from expression (3) to 
Formula (5) [2, 11-14].
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where Ltbest(ı) is the best formed route on the ı itera-
tion.

After each iteration of the algorithm, only one ant 
leaves a trail to choose from: with the best at the cur-
rent iteration being Ltbest(ı) = Ltı_best(ı), and the best 
for all the time the algorithm works being Ltbest(ı) = 
= Ltgl_best(ı). It is reasonable in the first iterations to 
use Ltı_best(ı), and in the last iterations to use Ltgl_best(ı).

At each iteration, the amount of pheromone on 
each edge of the graph is adjusted according to For-
mula (6).
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Instead of the empirical rule of choosing the best 
ant, it is proposed to use Formula (7) based on the 
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Cauchy probability distribution law, which allows for 
a smooth transition from the technology of global 
search, at the initial steps, to the technology of select-
ing the best global search for the whole time of the 
algorithm at the final steps.
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where ımax is the selected number of generations of 
colony life.

Based on a comparison of their values, either the 
best ant for the entire time of the algorithm Ltgl_best(ı) 
or the best at the current iteration Ltı_best(ı) is selected. 
The diversification operations are used if no improve-
ment in the global solution has occurred for every 
ımax/2 or ımax/10 iteration.

During the diversification operation, the amount 
of pheromone on all edges is re-initialized. The maxi-
mum pheromone value is determined using Formula 
(8) by assigning them a value inverse to the evapora-
tion coefficient and multiplied by an estimate of the 
global optimum path [16-20].
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The minimum value of the pheromone concentration 
on the rib is calculated by Formula (9).
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where n is the number of ants, which corresponds 
to the number of orders.

After each finding of the best solution the values of 
ξmax and ξmin should be listed by formulas (8) and (9), 
respectively [16].

When constructing a route, the selection of the 
transition from the a node is carried out on the ba-
sis of the rule (8), but for the selection of the next 
node, the entire list of nodes Lna,i (Lna,i ∈ n, where n 
is all orders), that i ant still has to visit is not used; 
only a list of the closest peaks, nlist, is used. The list 
nlist is a matrix of size n×n’, where n is the number of 
vertices in the graph, and n’ is the number of closest 
vertices.

Each i row of this matrix contains numbers of the 
nearest vertices ordered by the distance from a ver-
tex. Since nlist is calculated and formed by the known 
distance matrix D at the beginning of the algorithm, 
the construction of the route at the stage of select-
ing the next vertex is significantly accelerated. If all 
vertices of the nlist set are exhausted, the selection of 
vertex b will be determined by taking into account the 
distance and level of edge pheromones according to 
Formula (10) [16-20].
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So, considering all the modifications, the solution 
algorithm will appear as follows [7, 8].

1. Selection of the planning period. According to 
a given period, orders are selected, which should 
be performed during this period on certain equip-
ment.

2. Selection of the evaluation function and partial 
selection criteria for solving the problem.

3. Formation of a multilayer graph, describing 
each of the layers responsible for a particular level of 
decomposition of the problem.

4. Initialization of algorithm parameters α, b, r 
and Q.

5. Selecting rules for calculating visibility parame-
ters ηa,b and pheromone concentration ξa,b.

6. All orders are sorted by time parameter dti, for 
which the products of the i order must be produced. 
As a result we get a sorted order list Lna,i (Lna,i ∈ n, 
where N is all orders).

7. We perform the construction of the initial 
routes simultaneously in the forward and reverse 
directions. Construction of the forward direction 
implies the sequence obtained after sorting. In fact, 
we take as such a sequence the sorted list of orders 
Lna,i (Lna,i ∈ n, where N is all orders). And the con-
struction of the reverse direction implies formation 
from the last to the first order. When building in re-
verse order, an additional condition for selecting the 
next order is the time dti, for which it is necessary 
to produce products under the i order. After that we 
carry out the reversal. Thus, we obtain the value of 
Ltgl_best(ı) global and Ltı_best(ı) local (at the current it-
eration) optimum. 

8. We form a population of ants, each of which on 
the first vertex corresponds to a certain order, which 
is formed using a random number generator. In fact, 
each ant at the beginning of its path must take a path 
on the graph corresponding to a certain order.

9. Execute the cycle on the life time of the colony 
ımax ⇐ 1..ı .

9.1. Performing the cycle on all ants i ⇐ 1..n.
9.1.1. Construct a route for each new ant using for-

mula (2), and calculate the length of Ltı(ı).
9.1.2. Apply a local 2-opt and/or 3-opt search to 

the route.
9.1.3. Carry out isolation of pheromones according 

to (5).
9.2. We evaluate each of the routes and compare 

them to the local and global optimal value to update 
the others.

9.3. Perform pheromone updates on all edges of 
graph (4).

10. Deriving the best local and global optimum.
11. Completion of the algorithm.
After completing the algorithm, we obtain the op-

timal plan for order fulfillment in the form of local and 
global optimum route.

As can be seen from the above algorithm, after the 
route has been constructed, an additional improve-
ment is carried out over the obtained solution by one 
of the local optimization methods, namely by 2-opt 
and 3-opt methods [21, 22].
The modified “ant colony” algorithm in the form of 
a block diagram is shown in Fig. 1.
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Fig. 1. Modified “ant colony” algorithm

At the beginning of the “ant colony” algorithm, it 
is necessary to set whether one of the 2-opt or 3-opt 
methods will be automatically selected. One must use 
both methods and choose the best.

Local optimization by the 2-opt method (Fig. 2) 
consists of selecting two pairs of non-adjacent sched-
ule elements and swapping them with each other, 
then evaluating and leaving the best option. If after 
swapping we get the best option, we leave it [22], 
which is shown in Fig. 2.

Fig. 2. Schematic use of the 2-opt method

The application of local optimization by the 2-opt 
method should be carried out for each variant of the 
plan, which in the ant algorithm corresponds to the 
route of the ant. 
The plan variant searches for two non-contiguous 
sequences, the exchange of which will provide the 
maximum effect according to the evaluation function 
or set of criteria. An example application of the 2-opt 
method is shown in Fig. 3.

Option plan for the 2-opt  
method

1 2 5 6 4 3

Variant of the plan after applying 
the 2-opt method

1 3 5 6 2 4

Fig. 3. Schematic use of the 2-opt method

The 3-opt method (Fig. 4) uses the approach to the 
2-opt method, but selects 3 pairs of non-adjacent sched-
ule elements to replace them with each other [22].

Fig. 4. An example of using the 3-opt method

This improves the found route at each iteration, 
which will reduce the total number of iterations of the 
algorithm, as well as the total running time of the al-
gorithm.

4. Discussion of the results of approbation 
of the improved mathematical model and 
the modified ant colony algorithm

The modified ant colony algorithm was tested at vari-
ous enterprises of the food industry, and its perfor-
mance was compared to the following methods:
The “bee colony” algorithm [21];
the “chaotic bat” algorithm [23-26];
the “bat algorithm based on the Levy flight search 

strategy” [24-26];
the “bat algorithm based on reduction factor” [25-26];
the “genetic algorithm” [27-28];
the “pack of wolves” algorithm [29-32];
the “ant colony algorithm using elite ants” [8];
the modified “ant colony algorithm.”

To test the modified algorithm, the corresponding 
software modules were created implementing the 
modified algorithm in the Java language. Most tests 
were performed on the Intel Core i5-4690K (3.5GHz) 
/ RAM 16GB / NDD 1TB.

In order to obtain reliable information when ap-
plying the considered algorithms, data on order ful-
fillment plans for different previous periods of enter-
prises activity were selected. 25, 50, and 100 orders 
were randomly selected for different periods of time. 
At the beginning of the algorithms, the orders were 
placed in the same order as they came into the enter-
prise.

To compare the algorithms, each algorithm was 
first matched to the selected sample, and then the re-
sults of the algorithms were compared.
The efficiency of the algorithms was evaluated on the 
basis of the following indicators:
– time to find the optimal schedule;
– the effectiveness of the found plan in monetary 

terms as the difference between the estimates by 
the target function of the calculated plan and the 
actual plan;

– the efficiency of order fulfillment time reduction 
(calculated as the difference between the 
calculated plan and the actual plan in terms of 
execution time).
The efficiency of the found plan is calculated by 

Formula (11), and the efficiency percentage is calcu-
lated by Formula (12).
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where ffact is the evaluation of the actual plan by the 
target function; fopt is the evaluation of the established 
plan by the target function.

Tables 1 shows a comparison of the use of algo-
rithms for 100 orders.

Tab. 1. Comparison of algorithms at 100 orders

No.
Algorithm 

name

Plan 
search 
time, 
min

The 
effectiveness of 
the plan found

Reduced 
turnaround 

time

standard 
units

% Hour %

1 The Bee Colony 
Algorithm

7.8 2156 4 3 2

2 The chaotic bat 
algorithm

7.7 2364 4.39 3 2

3 A bat algorithm 
based on the 
Levy flight 
search strategy

7.55 2345 4.35 3 2

4 A bat algorithm 
based on the 
reduction 
factor

7.6 2163 4.01 3 2

5 Genetic 
algorithm

7 2420 4.49 6 4

6 Wolf pack 
algorithm

6.8 3523 6.99 6 4

8 Ant colony 
algorithm using 
elite ants

6.8 3523 6.99 6 4

9 Modified 
ant colony 
algorithm

6.51 3523 6.99 6 4

According to the results of calculations for 25 or-
ders, it was found that all algorithms found the same 
plan, which is 2% more efficient than the actual plan, 
and its total execution time was 2 hours less than the 
actual plan. The search speed of our algorithm com-
pared to the other algorithms was 2.56% faster.

According to the results of calculations for 50 or-
ders, the search results for the algorithms were found 
to be different. The plan efficiencies for the “bee col-
ony,” “chaotic bat,” “bat based on Levy flight search 
strategy,” and “bat based on reduction factor” algo-
rithms were almost the same and minimal compared 
to other algorithms. The best result was shown by 
our modified “ant colony” algorithm. Its search speed 
compared to the first 4 methods was 9.25% faster, 
and compared to its unmodified versions, it was 1.8% 
faster.

From the data shown in Table 1, we can see that 
the search results for the algorithms are different. The 
best results were shown by the modified “ant colony” 
algorithm. Its search speed is almost 20% faster, and 
in comparison with its unmodified versions, is faster 
by 4.45%.

The proposed modified algorithm is based on the 
combination of a metaheuristic algorithm with a heu-
ristic one. Most other modifications try to avoid this 
type of modification to prevent an increase in algo-
rithm complexity [33]. The main advantage of the 
proposed modified algorithm lies in reducing the 
time to find a solution to the problem, which is very 
relevant in real production conditions when critical 
situations arise.

The main disadvantages of the proposed modifi-
cation of the algorithm include that its application is 
possible using large amounts of data, but without the 
use of special means of storage, such as a database 
management system, it is impossible, because it is 
necessary to constantly save a multitude of additional 
calculations.

Further advancement of research and develop-
ment is aimed at the inclusion and use of the pro-
posed algorithm in the decision support system for 
the management of the food enterprise, as well as in 
the information technology presented in the paper by 
Hrybkov et al [7].

5. Conclusion
The developed modified ant colony algorithm allows 
for the reconfiguration of plans, while reducing the 
time to find the optimum by almost 20% compared 
to other versions of the algorithms. When unmodified 
versions are used, the time to find the optimum in-
creases by 4.5%. Modification of the “ant colony” al-
gorithm reduces the time by using local optimization 
approaches.

The greatest effect of the use of the proposed mod-
ified algorithm is achieved in the decision support 
systems for planning the sequence of order fullfill-
ment, which will allow for: quick formation of opera-
tional and calendar plan of order fulfillment with cost 
minimization and profit maximization; operational 
adjustment of the existing calendar plan of orders, al-
lowing to react to the order in real time and ensure 
optimal use of technological equipment; efficiency in 
the use of raw materials and supplies, as well as min-
imizing storage costs; rapid response to negative and 
contingency situations by making appropriate chang-
es to the current order fulfillment plan; clear distri-
bution of all tasks for each order between production 
departments, which allows to take into account the 
sequence of fulfillment and necessary resources with 
time constraints; and optimal use of production ca-
pacities.

The use of the proposed modified algorithm is 
possible in various tasks of work sequences and re-
lated planning. 
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