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Abstract:
This paper deals with optimal detection of number and
best locations of power quality monitors (PQMs) in an
unbalanced distribution network based on the monitor
reach area concept. The proposed model uses binary
string, representing the installation mode of PQMs (Yes
or No) in each bus of the network. In this paper, the
binary version of shuffled frog‐leaping algorithm (BSFLA),
because of having the ability to improve the search
capability with a fast convergence rate, is utilized for
the optimization process. The overall cost function is
formulated to optimize the two indices, which are the
monitor overlapping index and sag severity index. The
only optimization constraint in this problem is that the
number of monitors that can detect voltage sags due to
a fault at a specific bus must not be zero. In this study,
DIGSILENT software is utilized for fault analysis while the
optimization problem is handled by the BSFLA. To verify
the proposed algorithm, the IEEE 34 Bus unbalanced
distribution network is considered as a case study and
results are compared to similar investigations so as to
illustrate the effectiveness of the proposed algorithm.

Keywords: Binary shuffled frog‐leaping algorithm, Topo‐
logical monitor reach area (TMRA), Power quality, Power
quality monitoring

1. Introduction

Active power distributions need to be monitored
online. This must be performed correctly from the
point of view of various power quality indices. Har‐
monic, voltage sag, voltage swing and other power
quality indices must be measured. Voltage sags moni‐
toring and its assessment gives information about the
actual cause and source of voltage sags that can help
power engineers mitigate such disturbances. Thus, to
accurately monitor the overall system, power quality
monitors (PQM) need to be installed at all buses in a
power system, which is very costly and uneconomical
planning [1]. Therefore, newoptimal placementmeth‐
ods are required to determine the minimum number
and the best locations of PQMs to ensure that through
an ef icient allocation approach, any event that leads
to voltage sag is captured. A few optimal allocation
techniques of PQMs have been reported in the last

few years. Generally, the voltage sag monitor place‐
ment techniques comprise four fundamentalmethods,
namely,monitor reach area (MRA), covering and pack‐
ing (CP), graph theory (GT), and multivariable regres‐
sion (MVR) [2]. Dong and Seung proposed a new GT‐
based algorithm tomonitor the voltage sag in a power
system which represents the power system network
using a simple graph with an incidence matrix and
analyzed the system in a network matrix frame [3].
The GT‐based topological technique based on cover‐
age matrix was utilized for PQM placement by Dong
and Seung [4]. In [5], a novel power quality monitor‐
ing allocation algorithm based on the CP method was
discussed. In [6], a combinatorial problem of the CP
method with the Integer Linear Programming (ILP)
techniquewasemployed tominimize the cost of PQMs.
In [7], a method was presented by authors for the
optimal placement of PQMs that is planned based on
the CP approach and that used GAMS software to sim‐
ulate the faults on the system. The CPmethod has two
drawbacks. One is evaluating the system’s connectiv‐
ity to analyze system observability based on Kirch‐
hoff’s current andOhm’s law, and the second is consid‐
ering steady state information in comparison with the
actual information of voltage sag as constraints of the
optimization problem. In 2011, a new method based
on the MVR model was presented in the placement of
PQMs [8]. A novel PQM placement technique using Cp
and Rp statistical indices for power transmission and
distribution networks was analyzed [9]. Recently, the
MVRmethodwas combined with Cp and Rp statistical
indices and used for optimal PQM placement [10].
In recent years, the heuristics approaches have been
mixed with the Cp statistical index approach to ind
the best location and improve the accuracy of the
solution. For example, optimal power quality moni‐
tor placement in transmission networks using genetic
algorithm and Mallow’s Cp was addressed by [11].
Also, a similar study by the same authorswas reported
about optimal power qualitymonitor placement using
the GA_Cp method for distribution network [12]. In
2003, Olguin et al. proposed a monitor reach area or
MRA concept‐based method, which gives the area of
the network that can be observed from a given meter
position by constructing a binarymatrix. According to
their proposed method, if a fault occurs inside MAR,
then the event will trigger the PQM, while, for faults
outside it, no PQMwas triggered [13].
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Thus, the MRAs of all possible locations using the
binary MRA matrix through network faults located
along the electrical lines are determined to estab‐
lish and formulate the optimization problem. In MRA‐
based methods, the heuristics optimization algo‐
rithms are employed to determine the number of
PQMs and best locations through optimizing objective
function, which is formulated base on theMRAmatrix.
Many studies have been reported that used the MRA
method combined with heuristics algorithms for opti‐
mal placement of PQMs. In [14], authors presented
a method based on the concept of the MRA and the
sag severity index for the placement of PQMs which
used GA to solve the optimization problem. In the
recently reported study, the concept of fuzzy, which
was used in [15] is utilized for fuzzy monitor reach
area (FMRA) to locate PQMs in large transmission
network. The improved adaptive genetic algorithm
(IAGA) was presented by [16] for optimal allocation
of PQMs based on the MRA and MRM matrices and
redundant vector concepts. Although the PQMs loca‐
tion in transmission systems using the MRA matrix
technique is a simple performance, the MRA matrix
is generally not suitable for application in radial dis‐
tribution systems, as it often yields one PQM place‐
ment solution. Thus, in 2011, Ahmad Ibrahim pro‐
posed the new concept of topological monitor reach
area (TMRA) and used it for optimal placement of
PQMs in distribution systems [17]. The mentioned
paper used the DIGSILENT software for fault analysis,
while the optimization problem was handled by the
GA. The TMRAwas proposed not only tomake observ‐
ability applicable for transmission systems, but also
for radial distribution systems. In TMRA, to ensure
more lexibility of the search algorithms in consenting
to sensitivity and economic capability, the alpha as the
monitor coverage control parameter is implemented
and added to MRAmethod. Authors in [18] solved the
optimal power quality monitor placement in power
systems based on TMRA using particle swarm opti‐
mization (PSO) and an arti icial immune system (AIS).
The quantum inspired particle swarm optimization
(QPSO) was introduced by the same authors for PQM
placement [19]. The adaptive QPSO (AQPSO) was
also addressed for PQM placement based on MRA
approach [20]. The irst innovation of this study is
using the DIGSILENT software combined with the
MATLAB program for the unbalanced short circuit
process. This technique increases the speed run of
simulation. The second innovation uses the binary
format of the shuf led frog‐leaping based optimiza‐
tion algorithm to solve this problem (PQMplacement).
This aspect of the study was not performed by the
others.

The main sections of this paper are listed as fol‐
lows:

Section 2: Power Quality Monitor/Meters (Func‐
tions and Installation)
Section 3: Fundamental concepts about the resid‐
ual fault voltagematrix,monitor reacharea, system
topology and topology monitor reach area.

Section 4: Objective function, illustrate the mini‐
mizing the number of required monitors (NRM),
minimizing the monitor overlapping index (MOI)
and maximizing the sag severity index (SSI).
Section 5: Optimization techniques, imperialist
competitive approach and its binary version.
Section 6: Simulation and Results
Section 7: Conclusion

2. Power Quality Monitor/Meters (Functions
and Installation)
The PQM is an ideal choice when continuous mon‐

itoring of a three phase system is required. It provides
metering for current, voltage, real and reactive power,
energy use, cost of power, power factor and frequency.
In Figure 1, the schematic and installation of several
types of PQM is presented. PQM’s application and the
monitoring andmetering function of a typical type are
listed as follows:
‐ Applications
1‐Metering of distribution feeders, transformers, gen‐
erators, capacitor banks and motors
2‐Medium and low voltage systems
3‐Commercial, industrial, utility
4‐Flexible control for demand load shedding, power
factor, etc.
‐ Monitoring and Metering
1‐Harmonic analysis through 63rd with THD and TIF
2‐Event recorder,
3‐Waveform capture/4‐Data logger

Figure 1. Schematic and installation of PQM
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3. Fundamental Concepts
The main structure of the optimal PQM place‐

ment problem using the proposed approach is to
understand the monitor observability concept. This
structure is needed to explain the following concepts,
which are discussed earlier in sections 3.1 to 3.4:
‐ Residual Fault voltage matrix
‐ Monitor reach area
‐ System topology
‐ Topology monitor reach area
3.1. Fault Voltage (FV) Matrix

In the MRA‐based approach of PQM placement,
the residual voltages at each bus of a system for all
types of fault (single line to ground (SLG), two phases
to ground (LLG), three phase faults (LLL)) and for
all fault cases are required. In short circuit analy‐
sis, all types of faults are simulated, generally using
the DIGSILENT software at each bus with zero fault
impedance to form the FV matrix.

It is clear the worst fault with severe and critical
results is the fault with minimum impedance. In the
single phase to ground and three phases to ground
faults, if the impedance of the point fault to ground
experiment is the zero value, the largest current fault
will be achieved. Therefore, it is better to design the
system under the worst fault with the largest fault
current. The design of system with PQMs under this
condition can guarantee the good performance of the
system for other conditions of fault. This note is illus‐
trated in the revised paper. In the unsymmetrical
faults for example in the single to ground fault (SLG),
we have:

𝐼+𝐹 = 𝐼−𝐹 = 𝐸𝑝.𝑢𝑡ℎ = 1
𝑋+𝑡ℎ + 𝑋−𝑡ℎ + 𝑋0𝑡ℎ + 𝑋𝐹

, 𝐼0𝐹 = 0 (1)

In which, XF denotes the fault impedance (reac‐
tance) at the fault point (fault to ground) and
X+th,X−th and X0th denote the positive, negative and zero
sequences equivalent Thevenin impedances from the
fault point which affected by topology of system. The
smaller the XF, the higher the positive and negative
sequence fault currents I+F , I−F , and so we have higher
fault currents of phases a, b and c (IFA, IFB and IFC).

𝐼𝐹𝐴
𝐼𝐹𝐵
𝐼𝐹𝐶

=
1 1 1
1 1∠ − 120 1∠ + 120
1 1∠ + 120 1∠ − 120

×
𝐼0𝐹
𝐼+𝐹
𝐼−𝐹

(2)

Finally, the residual voltages as FV matrix are kept
to employ in MRA formulation. In the FV matrix, the
matrix column (j) is related to bus numbers of residual
voltages, and its row (k) is correlated to the position of
the simulated fault for a speci ic fault type [17,21]. To
better understand the concept of FV, consider a simple
power system shown in Figure 2.

During a speci ic fault at bus 3, the voltage readings
at each bus of the system are computed using DIGSI‐
LENT. These voltage values correspond to the 3rd row
of the constructed FV matrix for the system, which is
reported for a complete fault analysis of the system as
in Figure 3.

Figure 2. A simple radial distribution system

Figure 3. An example of the FV matrix

The residual voltage at each bus is valuable infor‐
mation in the formation of the monitor reach area
(MRA). Therefore, it is necessary to store the resid‐
ual voltages in a matrix called the Fault Voltage (FV)
matrix, where the matrix columns represent the bus
number and the matrix rows relate to the simulated
fault position. Then, the MRA matrix can be obtained
by comparing all the FV matrix elements for each
phasewith a threshold value. Each element of theMRA
matrix is illed with 1 (one), when the bus residual
voltage goes below or equal to 𝛼 p.u. in any phase
and with 0 (zero) otherwise. In the step of the short
circuit process about fault analysis, it is necessary to
simulate all the various kinds of fault. This step is
performed generally at each bus using the DIGSILENT
software without fault impedance (i.e., zero amount
for it) to form and conclude the FV matrix. Finally, the
residual voltages of the FV matrix are kept to employ
in MRA formulation. (See Figure 11 for simulation of
the short circuit analysis with DIGSILENT software
and calculate the FV matrix).
3.2. Monitor Reach Area (MRA) Matrix

The concept of MRA can be explained as an area
of the network that any fault that leads to voltage sag
can be captured by a speci ied monitor location [22].
This MRA is a binary matrix where the MRA(j, k) =
1, signi ies that point k is seen and covered by the
installed PQM at bus j whereas MRA(j, k) = 0 iden‐
ti ies that point k is outside of the coverage area of
the installed PQM at bus j. Any element of the MRA
matrix can be obtained by comparing all the FVmatrix
elements for each phase with a threshold value which
is represented by 𝛼 parameter.
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Figure 4. An example of the MRA matrix

If the bus residual voltage of the FV matrix is less
than or equal to 𝛼 p.u. in any phase, then MRA(j, k) =
1, and otherwise, i.e., residual voltage of FV matrix is
more than 𝛼 p.u. at all phases, then MRA(j, k) = 0 as
expressed follows:

MRA(j, k) = 1 if FV(j,k)≤ 𝛼 p.u at any phase
0 if FV(j,k)> 𝛼 p.u at all phases (3)

To better understand the concept of the MRA
matrix, consider the simple radial distribution system
as shown in Figure 2 and its FV matrix obtained in
Figure 3. In this example case, the threshold is set at
𝛼 = 0.9 p.u., the formation of the MRA matrix‐based
equation (3) and the yields MRA matrix as shown in
Figure 4.
3.3. System Topology Matrix (T)

Like to MRA and FVmatrices, the T matrix column
is related to bus number and its row correspondswith
fault location.When there is a path fromgenerator bus
to a particular bus in the system, the matrix is illed
with 1 (one) and otherwise illed with 0 (zero) [23].
When a fault occurs in a particular bus, namely a
faulted bus, it becomes a cut vertex that splits into var‐
ious vertices of the same component asmany adjacent
edges. Some examples of a particular row in a Tmatrix
for a single fed radial system, a doubly fed radial sys‐
tem, and a ring system are presented in Figure 5. For
instance during fault at bus 3, depending on the num‐
ber of feeders connected to this bus, the system graph
will be separated into several sections. By checking
the connectivity status between generator bus and the
other bus based on mentioned criteria the T matrix
elements are then illed with ‘1’ or ‘0’. As shown in
Figure 5, (a) the system has only one power source
at bus 1. Clearly, there is a path from the generator
bus (bus 1) to buses 1, 2, and 3 but not for the rest.
Therefore, T matrix elements are illed with ‘1’ up
to column three and ‘0’ for the rest. As indicated in
Figure 5(b), in this case, the bus numbers 4 and 5 have
been connected to the second power source and thus,
the T matrix is illed with ‘1’ up to column 5. In the
last case, a ring system, as shown in Figure 5(c), gives
all ‘1’s for the T matrix column because of connec‐
tions between the generator bus (bus 1) and the other
buses. These examples are designed with a fault only
at bus 3, and it needs to be similarly repeated on all

Figure 5. Example of row 3 in T matrix for different
system topologies [22]

buses to give the information about system topology
through a complete T matrix.

3.4. Topology Monitor Reach Area Matrix (TMRA)

The topological monitor reach area (TMRA) is
introduced to make it applicable for both distribu‐
tion and transmission systems. The TMRA matrix is
a combination of MRA matrix and system topology
(T) matrix by using operator ‘AND’ as expressed in
(4) [17].

TMRA(j, k) = MRA(j, k) • T(j, k) (4)

4. Problem Formulation

The three main parts of a typical optimization
problem are decision vector, objective function and
constraints. Therefore, each item has been illustrated
in regard to optimal solution of PQM placement.
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4.1. Decision Vector

The decision vector that represents the Monitor
Placement (MP) vector is introduced as a binary deci‐
sion vector in bits in the optimization process.

Each bit indicates the positions of monitors that
are installed or not in power system network. If
MP(n) = 1, it indicates that a sag monitor should be
installed at bus n whereas a value 0 means that no
monitor needs to be installed at bus n. This MP vector
can be described as follows [20]:

𝑀𝑃(𝑛) = 1 if monitor is required at bus n
0 if monitor is not required at bus n (5)

4.2. Objective Function

The PQM optimization problem discussed in this
study deals with three objective functions that are
addressed follows.
1. Minimizing the number of required monitors
(NRM)

The irst objective function is to minimize the num‐
ber of required monitors (NRM), which can easily be
obtainedas expressed in (6), and this parameterneeds
to be minimized.

NRM =
Nbus

n=1
MP(n) (6)

2. Minimizing the monitor overlapping index
(MOI)

Monitor overlapping index (MOI) is introduced to
assess the best monitor organization in a power sys‐
tem. Overlaps of monitor coverage areas for different
arrangements are the issue of PQM placement in a
power system. Here, it is essential to consider that
these overlaps represent the number of sag monitors
that report the same fault happening in a power sys‐
tem. Thus, these overlaps should be minimized. The
overlaps can be determined by multiplying the TMRA
matrix and the transposed MP vector. If all the ele‐
ments in the obtained results are 1, it signi ies that
there isn’t any overlap of the monitors’ coverage. A
lower MOI index represents a better organization of
PQMs in a power system [19].

The MOI is given by:

MOI =
∑(TMRA ∗MPT)

NFLT (7)

Where NFLT indicates the total number of fault
locations considering all types of faults.
3. Maximizing the sag severity index (SSI)

If several monitor con igurations have the same MOI
values, then in the evaluation step of monitor place‐
ment, the use of another index, which is called the
Sag Severity Index (SSI), will be necessary. This index
signi ies the severity level of a particular bus regarding
voltage sag where any fault that happens at this bus
will make a serious drop in voltagemagnitude inmost
buses of the system.

Thus, it is needed to calculate the severity level
(SL) irst. The SL is the total number of phases faced
with voltage sags (NSPB) with magnitudes below t
p.u. considering the number of phases in total for the
system (NTPB) the SL is extracted as below [23]:

SLt =
∑NSPB
∑NTPB

(8)

Finally, the SSI is determined by weighting coef‐
icients which applied for different severity levels. It
is notable that the lowest t value is appointed with
the maximum weighting factor and vice versa. In this
study, ive thresholds are considered; 0.1, 0.3, 0.5, 0.7
and 0.9 p.u.

SSIF = 1
15

5

k=1
k ∗ SL 1− 2k−1

10 (9)

Finally, the computed SSI value must be stored in
a matrix form where the matrix column is correlated
to the bus number, and the matrix row is correlated
to the type of fault (F). A higher value of SSI indi‐
cates a better placement of the monitor. The highest
value of SSI at a particular bus implies that the bus
is the most in luential bus that causes voltage sag in
a power system, and therefore, this bus needs to be
given priority in installing a PQM compared to other
buses with lower SSI values. In order to combine the
MOI and SSI indices, both of them should have same
optimal criteria of either maximum or minimum. In
our study, the SSImatrix should be revised to conclude
minimum value in optimization as the case of MOI. It
is worth to note that the highest value of SSI matrix
elements is equal to 1. SO, the suitable index can be
extracted by the use of complementary matrix of SSI.
As a result, a negative severity sag index (NSSI) is pro‐
posed to assess the best placement of PQMs. The NSSI
can be determined by multiplying of complementary
of SSI matrix with transposed MP vector with consid‐
ering the number of fault types (NFT) as expressed
follows [9]. Then a lowerNSSI value concludes a better
organization of PQMs.

NSSI =
∑[(1− SSI) ∗MPT]

NFT (10)

Since the threementionedobjective functionshave
the same optimal criteria, with combination of them,
the single objective function for minimization of the
proposed problem is extracted as follows:

f = (NRM ∗MOI) + NSSI (11)
4.3. Optimization Constraint

The only optimization constraint in this problem
is that the monitoring times of the speci ic fault point
must not be zero. It is important to note that the
number ofmonitors that candetect voltage sags due to
a fault at a particular bus can be obtained by the mul‐
tiplication of the TMRA matrix by the transposed MP
matrix. So his constraint is formulated as follows [22]:

N

i=1
TMRA(n, i) ∗MP(i) ≥ 1 ∀n (12)
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5. Shuffled Frog‐Leaping Algorithm
5.1. Classical Approach

The SFLA was originally introduced as a
population‐based meta‐heuristic by M. Eusuff
and K. Lansey [24]. This algorithm is inspired by the
frog’s life as a group when the frogs are in search of
food. A shuf ling strategy provides the mechanism
to exchange information between local groups for
the purpose of moving the solution towards a global
optimum [25]. The term frog in SFLA is similar to
chromosome in Genetic Algorithm (GA) or particle in
Particle Swarm Optimization (PSO) approach. In SFL,
the population of the frogs (solutions) is divided into
different groups referred to asmemeplexes.

The steps of the algorithm are as follows:

Initializing the population: Create an initial popula‐
tion of P frogs generated randomly, P={X1, X2, …, XP}
which for z‐dimensional problems (z variables), the
position of ith frog in the search space is represented
as x𝑖 = [xi,1, xi,2, …, xi,z]. A itness function is de ined to
evaluate the frog’s position. The frogs are then sorted
in descending order in accordance with their itness.

Partition frogs into memeplexes: Divide the frogs
into m𝒑 memeplexes each holding n𝒇 frogs such that
𝑃 = 𝑚𝑝 × 𝑛𝑓 . The division is done with the irst frog
going to the irst memeplex, the second one going to
the second memeplex, the i𝒕𝒉 frog go to the i𝒕𝒉 meme‐
plex and the (i + 1)𝒕𝒉 frog back to the irst memeplex.

Local exploration: In this step, a process is applied to
improve only the frog with the worst itness (not all
frogs) in each cycle. For each memeplex k, the frogs
with the best andworst itness are identi ied as x𝒃𝒆𝒔𝒕,𝒌
and x𝒘𝒐𝒓𝒔𝒕,𝒌 respectively. Also, the frog with the global
best itness x𝒈𝒃𝒆𝒔𝒕 is identi ied among all the meme‐
plexes. For the memeplex k at the time or iteration
t, the worst frog x𝒘𝒐𝒓𝒔𝒕,𝒌 leaps toward the best frog
x𝒃𝒆𝒔𝒕,𝒌 and the position of the worst frog is updated
based on the leaping rule, as follows:

xtworst,k = xt−1worst,k + dtk (13)

dtk = rand(xt−1best,k − xt−1worst,k) (14)

Where t is the current iteration number and d𝒌 =
[dk,1,dk,2,dk,3,…,dk,z] with −𝐷𝑚𝑎𝑥 ≤ 𝑑𝑘,𝑗 ≤ 𝐷𝑚𝑎𝑥 ,
which D𝑚𝑎𝑥 is the maximum allowed change of frog’s
position in one jump. If this process produces a bet‐
ter solution, it is replaced for the worst frog. Oth‐
erwise, the calculations in equations (13) and (14)
are repeated but with respect to the global best frog
(i.e. x𝑏𝑒𝑠𝑡,𝑘 is replaced by x𝑔𝑏𝑒𝑠𝑡). If no improvement
is possible, then a new solution is randomly gener‐
ated to replace the worst frog. Based on Figure 6, the
evolution process is continued for a speci ic number
of iterations [30]. The steps of Figure 6 are listed as
follows:
‐ Continue the calculation of step 3 for a speci ic num‐
ber of iterations

‐ Reshuf ie the frogs and sort them again.

Local Search Into Each M

Yes

No

Figure 6. Flowchart of the BSFL algorithm

‐ Return back to step 2, if the termination criterion is
not met, else stop.
Accordingly, themain parameters of SFL are: num‐

ber of frogs, P; number of memeplexesm𝒑; number of
frogs in eachmemeplex,n𝒇; number of generations for
each memeplex before shuf ling, g; number of shuf‐
ling iterations; number of shuf ling iterations, t𝒎𝒂𝒙.
In Figure 7, the lowchart of local search as a part of
Figure 6, is presented.
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No

End

Is

No

Yes

t ≤ gYes

k ≤ m

No

Yes

Figure 7. Flow‐chart of the local search into each
memeplex

5.2. Binary Shuffled Frog‐Leaping Algorithm (BSFLA)

In discrete binary search space, every position vec‐
tor can take only 0 or 1. The movement means that
the corresponding variable value changes from 0 to
1or vice versa. In order to propose a binary version of
the SFL, it is required tomodify the some fundamental
concepts of SFL. The leaping rule of the frogs maybe
considered similar to the continuous algorithm (11).

Figure 8. Probability function

The main aspect that distinguishes the binary SFL
(BSFL) from classical SFL is that in the binary version,
the making update of the worst position means the
switching between ‘0’ and ‘1’ values. This switching
should be performed in accord with the leaping rule.
The idea is to make the position update in such a
way that the BSFL changes the current bit with a
probability value which is determined in accord with
the leaping rule. This means that, BSFL updates the
leaping rule and considers the new worst position to
be either 1 or 0with a given probability. To introduce a
suitable transfer function to make a relation between
the leaping rule and the probability updating of worst
position, two basic concepts must be considered.

†When the current position of the worst solution
is not proper so a great absolute jump is needed to
arrive the best position and as a result changing the
position of the worst solution must be provided with
a high probability.

†When the current position of the worst solution
is close to the best position so a small absolute jump is
needed to get the best position and as a result chang‐
ing thepositionof theworst solutionmust beprovided
with a low probability close to zero. Thus considering
above points, for a small |dtk|, the probability of move‐
ment xworst,k must be near zero and for a large |dtk|
the probability of changing xworst,k must be high. To
overcome this problem the function S(dtk) based on
absolute “tanh” transformation to the component of
absolute jump is presented as follows [26].

𝑆(𝑑𝑡𝑘) = | tanh(𝑑𝑡𝑘)| =
exp(2|𝑑𝑡𝑘|) − 1
exp(2|𝑑𝑡𝑘|) + 1 (15)

S(dtk) squashes absolute jump into the range of [0, 1]
and increases with increasing |dtk| as shown in Fig‐
ure 8. Once S(dtk) is computed, the movement of frogs
will be done as follows:

1∶ i.e. → xtworst,k = xt−1worst,k + dtk 𝑖𝑓 𝑟𝑎𝑛𝑑 < 𝑆(𝑑𝑡𝑘)
0∶ i.e. → xtworst,k = xt−1worst,k elase

(16)
To get a pleasant convergence rate, the frogs jump

must limit as |dtk| ≤ Dmax which based on experi‐
ments, Dmax is better set to be 6.
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5.3. BSFLA for Optimal PQM Placement

Using the BSFLA, an algorithm for the optimal
placement of PQMs can be obtained:

Step 1: Power low and short circuit analyses are
implemented.

Step 2: SL is calculated, and an SSI matrix is
formed. The MRA matrix is constructed simultane‐
ously based on the short circuit results.

Step 3: The T matrix is developed from the net‐
work con iguration, and the TMRA matrix is con‐
structed.

Step 4: All entries of the MP vectors (frog’s posi‐
tions, xij) in the system are randomly initialized.

Step5: If theMPvectors don’t ful ill thementioned
constraints, the entries of eachMP vector aremanipu‐
lated to ful ill the constraints.

Step 6: All the PQM placement evaluation indices,
namely, NRM, MOI, and NSSI, are obtained.

Step 7: The performance of eachMP vector is eval‐
uatedwith the formulated objective function (f ) based
on the obtained indices. The itness values for each
frog, f𝒊(t), are recorded.

Step 8: The frogs are then sorted in descending
order in accord with their itness.

Step 9: Partitioning frogs into memeplexes was
performed using divide the frogs intom𝒑 memeplexes
each holding n𝒇 frogs.

Step 10: Local exploration as a process is applied
to improve only the frog with the worst itness (not all
frogs) in each cycle and the position of the worst frog
is updated based on the leaping rule.

Step 11: Each MP vector to a new position is
updated with criteria presented in (Eq. 13) and
(Eq. 14).

Step12: Steps 5–12 are repeated until conver‐
gence is obtained, where the best itness value is equal
to the worst itness value. Up on convergence, the
optimal PQM placement is obtained.

The overall procedure in the optimal PQM place‐
ment method using BSFLA is shown in a lowchart in
Figure 9.

6. Simulation and Results
The IEEE 34Bus test system is an unbalanced dis‐

tribution system. The system consists of 34 nodes
interconnected by 34 lines and the test system data is
provided in [27]. The FV analysis results in a matrix
and is extracted with the proposedmethod in a DIGSI‐
LENT environment as indicated in Figure 10.

All the optimization parameters of BSFLA are stan‐
dardized where number of frogs, P; number ofmeme-
plexesmp; number of frogs in eachmemeplex, nf; num‐
ber of generation for each memeplex before shuf ling
g; number of shuf ling iterations; number of shuf ling
iterations tmax. The selected parameters are: P=60,
mp=10, nf=6, g=5 and tmax=50 respectively. In this
paper, the best values for the aforementioned param‐
eters are obtained by running the BSFLA algorithm
100 times.

Yes

Manipulate frog’s position

No

partition frogs into

memeplexes was performed

Yes

No

Figure 9. Implementation of BSFLA for optimal PQM
placement

Figure 10. Short circuit analysis in the DIGSILENT
environment to form FV matrix

Table 1 shows the optimal number of PQMs and
the computational times in the IEEE 34BUS system at
different 𝛼 values by BSFLA and are compared with
QBPSO and AQBPSO by [20] to validate the optimal
solutions. As can be seen in this table, in terms of com‐
putational time, the BSFLA is faster than the QBPSO
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Table 1. The optimal number of PQMs and elapsed time on 34Bus system at different 𝜶 values

𝜶 value BSFLA QBPSO [20] AQBPSO [20]
Number PQMs Elapsed Time(s) Number PQMs Elapsed Time(s) Number PQMs Elapsed Time(s)

0.85 3 1.521 3 1.15 3 2.723
0.75 3 1.742 3 1.39 3 2.782
0.65 4 2.107 4 1.63 4 2.762
0.55 5 2.222 5 3.09 5 3.265
0.45 6 2.413 6 4.38 6 3.513
0.35 8 2.541 8 17.13 8 3.786
0.25 9 2.742 9 87.47 9 3.878

Table 2. The optimal arrangement of PQMs with optimal fitness values at different 𝜶 values

𝜶 BSFLA QBPSO [20] AQBPSO [20]
Placement (bus)

of PQMs
Average

Fitness value
Placement (bus)

of PQMs
Average

Fitness value
Placement (bus)

of PQMs
Average

Fitness value
0.85 800, 808, 832 10.18 800, 808, 832 N.R 800, 808, 832 N.R
0.75 800, 812, 846 11.54 800, 812, 846 N.R 800, 812, 846 N.R
0.65 800, 808, 814, 888 12.98 800, 808, 814, 888 N.R 800, 808, 814, 888 N.R
0.55 800, 808, 814,

852, 890
14.72 800, 808, 814,

852, 890
N.R 800, 808, 814,

852, 890
N.R

0.45 800, 808, 812,
832,850, 890

16.76 800, 808, 812,
832,850, 890

N.R 800, 808, 812,
832, 850, 890

N.R

0.35 800, 808, 812,
822, 848, 850,

854, 890

17.18 800, 808, 812,
822, 848, 850,

854, 890

N.R 800, 808, 812,
822, 848, 850,

854, 890

N.R

0.25 800,808,814,822,
832, 848, 850,

854, 890

21.62 N.R 23.16 N.R 23.01

Table 3. Performance of BSFLA and other references on
34Bus system for 𝜶 at 0.25 P.U

Item Worst Average Best Standard
deviation

BSFLA Fitness 21.65 21.62 21.58 0.241
Iteration 83 13.43 6 13.89
Time (s) 3.121 2.887 2.742 0.265

QBPSO Fitness 26.10 23.16 23.01 0.692
[20] Iteration 30 13.15 8 5.669

Time (s) 182.03 111.98 76.35 34.59
AQBPSO Fitness 23.01 23.01 23.01 0.000
[20] Iteration 72 15.85 7 13.89

Time (s) 3.991 3.956 3.896 0.210

and as well as AQBPSO as the 𝛼 value decreases.
Although for the𝛼 value greater than 0.55 per unit, the
computational times by QBPSO and AQBPSO are com‐
parable; however by decreasing the 𝛼 value, the com‐
putational times by BSFLA is uniformity increased.

Table 2 shows the optimal PQM placement at opti‐
mal buses of the system of BSFLAwith related optimal
itness value, and inally, results are compared with
AQBPSO and QBPSO by [20] to validate the result.
The results showed that the bus locations for placing
the PQMs in the 34Bus system are nearly similar for
BSFLA and both AQBPSO and QBPSO.

The term ‘N.R’ in Table 2 means that the cor‐
responding value is not reported by that reference.
Table 3 shows the performances of various algorithms
in terms of convergence rate and quality of solution
after performing 20 runs at 𝛼 = 0.25. As can be

Figure 11. The best performance characteristics of
BSFLA, AQBPSO and QBPSO in solving PQM placement
for 34Bus system when 𝜶 = 0.85

seen in the Table, all methods have obtained a same
optimal solution. However, BSFLA shows good opti‐
mal solution in average and more accurate based on
range of suboptimal solutions between the best and
the worst values as indicated by the average values
in compared with AQBPSO and QBPSO by [20]. Based
on the standard deviation (𝜎), all of the algorithms
provide a precise solution. In terms of computational
times, BSFLA is faster than AQBPSO and ismuch faster
than QBPSO. The result has also illustrated that BSFLA
converge faster than AQBPSO and QBPSO in which it
has solved the optimization problem in 6 iterations
compared to the AQBPSO in 7 iterations and QBPSO
in 8 iterations.
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Table 4. Fault detection by the suggested PQM

Number of PQM detecting fault Total Accuracy
𝜶 No PQM 1 PQM 2 PQM 3 PQM
0.75 0 5 75 20 100 100%
0.85 2 8 80 10 100 98%

Figure 11 shows the best characteristic of each
algorithm in obtaining optimal solution for the IEEE
34Bus system when 𝛼 = 0.85. According to this
igure, BSFLA has demonstrated a faster convergence
than the AQBPSO whereas QBPSO gives the worst
performance in terms of convergence rate. Although,
AQBPSO does not converge fast, it has provided a bet‐
ter optimal solution in average as compared to QBPSO.

Hence, BSFLA has shown the best performance
of the optimization techniques, but it does not show
a signi icant different between them since the best
obtained itness values are same, and it requires to test
on large scale systems.

In order to further validate the placement, 100
faults at different locations are randomly simulated.
From all 100 simulated faults, 60% single phase faults,
30% two phase faults and 10% three phase faults
are considered. The PQMs will be triggered if one
of the phase voltage magnitudes drops down to the
threshold level 0.75, and the event will be recorded
by the particular PQM. Table 4 shows a summary of
the fault detection activity by 3 PQMs at the suggested
locations. According to the table, for 𝛼 = 0.75, all
the simulated faults are detected and recorded by at
least 1 PQM. In other words, referring to the results
in Table 4, for alpha equals 0.75, no voltage sag was
incorrectly monitored, whereas for alpha equals 0.85,
5 two voltage sagswere incorrectlymonitored. For the
voltage sags monitored by three PQMs, 20 faults that
resulted in voltage sags were monitored more than
once at𝛼 = 0.75, whereas 10 faultsweremonitored at
𝛼 = 0.85. However, a more accurate PQM monitoring
of voltage sags is achieved at 𝛼 = 0.75 compared with
𝛼 = 0.85. Thus, it is proven that the obtained PQM
placements are capable of observing and capturing
any fault occurrence in the whole system.

7. Conclusion
In this paper, due to the discrete binary search

spacenature for PQMsplacement, inwhich everyposi‐
tion vector can take only 0 or 1, the binary version
of the shuf led frog‐leaping algorithm, BSFLA‐based
method, was introduced. The absolute “tanh” trans‐
formation to the component of the absolute jump is
presented and squashes absolute jump into the range
of [0, 1]. The objective function base on the minimum
number of PQMs, along with the minimizing monitor
overlapping index and the maximizing sag severity
index, is formulated and optimized using BSFLA. In
this paper, the results of short circuit analysis using
DIGSILENT software are imported to the optimization
media that is handled by BSFLA. The algorithm was
applied to IEEE 34BUS unbalanced distribution sys‐
tem. For different voltage sag thresholds, the optimal

number and con iguration, as well as the MOI and
SSI indices, are analyzed. The effect of the threshold
of the voltage sags on the MOI and SSI indices are
evaluated. Thus, the lower the threshold of the voltage
sags, the smaller the MOI and the higher the num‐
ber of monitors required, which avoids overlapping in
the monitoring scheme. When the voltage threshold
reduces from 0.85 to 0.25, the MOI index decreases
from 1.132 to 1.004.

Also Fitness values, convergence time and iter‐
ation numbers are determined and compared with
QBPSO and AQBPSO, which were utilized in previous
studies. Results depict that BSFLA produces the best
solution compared to the other optimizationmethods.
Other advantages of BSFLA include fast convergence,
small run time, capability of inding global optimum
and nearly zero standard deviation.
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