
Abstract:

1. Introduction
To reallocate WL and to not deform the characteristic

of operation with DIDB the inspection of the computing
process (CP) in a site of the local area network (LAN) is
necessary, which is eliminated from the network, and
also those sites and workstations that will fulfil its func-
tions. The research CP in computing environment (CE) is
possible as from the point of view of the developers of
personal computers (PC) and software, and designers of
the local area network.

If the first are interested by influence those either
others structural or functional changes in CE on its gene-
ral efficiency and productivity, the second consider CE in
a context of its interaction with other components of the
network. Thus for the designers of networks the execu-
tion times of the tasks on workstations and servers (are
important depending on implementation of structures of
databases (DB)), and also sizes of streams of the connec-
ting information between them. It is offered to create
models CE for the first and second user groups on iden-
tical principles. In this case network in relation to the PC
is represented as one of its devices, that is stipulated by
features of collection of statistics in modern CE, having
as operating system Windows XXXX (the functions of call
to the network register only, that entitles to gather
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stipulated by network architecture) it is necessary to reallo-
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statistics about behaviour of the network as well as about
other units CE)

For all resource types we shall define the following
basic performances: kij - probability of transition of the
process k from a resource i on a resource j (ij, i,j = CPU-
Net); hi (i = CPUNet) - load of a resource, tki - average
operating time of the process k on a resource i. Any of
these components has the following algorithm of beha-
viour. The processor (CPU). Any process captures a re-
source CPU, the part of a resource of the RAM and ac-
cesses to the peripheral memory. The resource CPU always
allocated completely to any process, that is CPU is always
identified in a couple with any process.

Purely resource allocation CPU is organized by opera-
ting system (program - manager). Obviously, the resource
CPU disperses on all processes and for its selection on the
defined time the system of pilot signals formed on the re-
quests of the users is used. The peripheral memory (HDD)
is simulated as a place of allocation of the database.
Therefore the call to the peripheral memory is imitated as
operation with the information block of the defined size
Qhdd, with which the readings and records are made. The
RAM (Mem) is considered as a resource with maximum
parameters, which is completely selected (allocated) for
the accessing unit phase task (PT). For it we allocate only
moments, when the system initiated a beginning or
termination with memory (selection and release of
memory).

These processes in CE, as a rule, are short-term. There-
fore for memory it is not meaningful to define option
values tki. Therefore it is difficult to make output about
character and features of its usage. This circumstance
allocates memory from the remaining resource types. The
video resource (Video) belongs to group of standard re-
sources. Its difference consists only in a way of monito-
ring, when some various functions of call to Video but no
one are fixed. Resource of the network (Net) is simulated,
as well as remaining standard resources (for example
HDD).

The functions of call to a resource (in this case to net-
work protocols) register only, that entitles to consider
a network resource as internal in relation to CE and pos-
sessing all by the same basic performances, as remaining
resources. The interaction of components CE can be pre-
sented as implementation of processes on resources or
competition of processes for resources. All main resour-
ces for implementation CP are allocated PT at interaction

.

2. A technique of usage of resources
of monitoring at designing
tenance of the local area network

and main-
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of components CE. Let's select two main parameters of
inter-process communication. The first parameter repre-
sents average execution time of the process k on a re-
source i tki. The concrete values of these times are set by
a matrix of allocations M(tki). The second parameter is
the matrix of probabilities of capture by the process of
various resources Mk(Pij).

With the help of these two parameters there is a pos-
sibility for the half-markovsky of representation of pro-
cesses accordingly definition CP as the weighed graph, in
which the tops are resources, and weights of arcs will be
probabilities of transitions of the process from one re-
source to another. The specificity of watching by the sys-
tem of monitoring of the moments of control transfer at
implementation CP is those, that there is only possibility
to register, for example, beginning and extremity of the
disk operation, pre-emptive some times by processes of
sort System. These processes fulfil the call to resources of
other user's processes (purely implementation of multi-
tasking), but we cannot authentically tell which of them.
The following two characteristics therefore are entered.
"Complete time" tki, meaning time between the begin-
ning and extremity of the obvious operation above a re-
source and "exact times" tki, defining complete time mi-
nus an operating time System from complete (tki = tki-
tsys).

Correlating these times for model and real system it is
possible to speak about adequacy to model (i.e. thus
criterion of adequacy of measurements) is determined.
The monitoring of interaction of program components in
operating system WINDOWS 95 is carried out by fixing the
moments of control transfers and result of the subordi-
nate processes. It is known that any process generated by
the user, has the rights of use by all system resources, but
has no any information on other user's processes fulfilled
by the system simultaneously with it. This mechanism is
intended for protection of processes against failures of
operation of the parallel tasks. CP in multitask operating
system consists of periodic transmissions of the rights of
use by system resources from one process to the other.
Depending on executable functions each of processes us-
es system resources on its own algorithm. Depending on
the requirement to serving resources the processes can
be divided into the following types: The auxiliary tasks
(are used only RAM and processor). An interactive pro-
cess of exchange with the user (usage of a subsystem of
video output) is added. The background tasks, which do
not require(demand) output to the screen (demand proc-
essing by the file - server, operation from the remote DB).

Processes operating a complete spectrum of equip-
ment. Each process captures a resource of the CPU, the
part of a resource of the RAM and accesses to the peri-
pheral memory. The resource of the CPU is always alloca-
ted completely to any program module that is the CPU is
always identified in a couple with any process. Purely re-
source allocation of the CPU is organized by the program -
manager. It is obvious that the resource of the CPU as
though disperses on all processes and for its selection on
the defined time the system of pilot signals formed on
the users requests. The system of monitoring watches the
moments of switching between processes realized by the
manager, of the tasks.

For this purpose used VMM tools under a title Call
When Thread Switched. The pointer to the function of
callback Thread Switeh CallBack (OldThread, NewThread)
is transmitted to this tool. The manager of the tasks calls
this function at switching threads, which fulfils the
following operations: fixes a switching time; brings in a
log record about completion of processor quantum for old
thread; calculates the identifier of the current process;
brings in a log record about the beginning of quantum of
the processor for new thread. During initialization the
monitor "inserts" "hooks" on main information data
highways of an operating system. The data gathered by
these sensors, characterize specialized operations of
control transfer between processes.

The obtained information is only statistical and is
authentic only at the reliable system of identification of
processes - sources of service requests. According to one
of main principles of construction of modern operating
systems, the vertical levels of operating system should be
isolated from each other. It means that they should know
nothing about a structure of inner patterns each other.
The interaction between them should be carried out
through the documentary interfaces. Besides, for support
of compatibility and expandability, the lower layers
should not know about existence of top levels at all.
Therefore at development of algorithms of monitoring
there was a problem coupled to identification of the
process, fulfilled any of watched operations, which was
necessary for deciding at writing the driver of the system
of monitoring. The driver can determine identifiers of
"thread" and process, but cannot determine a name of
the process. It was possible to write the program opera-
ting library ToolHelp, which enumerates all "threads" and
processes in the system. But thus the identifiers, ob-
tained by it would not coincide with values obtained by
the driver. It is stipulated by that the identifiers of a level
of a kernel differ from identifiers of the user's mode
Win32.

Therefore it was necessary to find correspondence
between these identifiers. For solution of this problem
the following way was offered. The driver submitives
user's processes "service" returning current system iden-
tifiers of "thread" and the process. But to find corres-
pondence of identifiers for all processes, it was necessary
to fulfil the given procedure in a context of each process.
To hit in a context of each process it is possible with the
help of usage of global system "traps". "Traps" are stored
in dynamic loaded libraries and after registration in the
system are connected to each executable process. In this
case "trap" function can not fulfil any operations that are
it simply returns handle.

Let's remark that all necessary operations should be
fulfilled at the moment of initialization and termination
of the library. So, during initialization of "trap" the fol-
lowing operations are fulfilled: loading of the driver of
the system of monitoring; function call of obtaining of
system identifiers of a thread and process; definition of
a name of the process; finding and obtaining of a des-
criptor of the window of the program of collection of sta-
tistics; a dispatch to this message box about creation of
the process containing item of information on the pro-
cess. Besides during termination of the library the addi-
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Furthermore, the data record in a log happens only
after filling this buffer. The system of monitoring brings
the items of information on operation of user's processes
in a special magazine, the information from which in
further is used at problem solving of simulation. All items
of information are stored in a log in the binary format and
can be independently interpreted by the user. For obtai-
ning common view about character of operation of the
computing process there is a possibility of a display ima-
ge of a path of system operation.

The program of graphics representation of results of
monitoring therefore was developed. The express train -
analysis of results of monitoring can be carried out under
the state transition diagram and on a summary matrix of
probabilities of transitions between service devices. This
statistics allows building the Kiviata diagrams, descri-
bing load of each system resource by separate compo-
nents WL.

3. Results of approbation of a technique
and resources of monitoring of the local
area network
The system of monitoring has passed experimental ap-

probation in computer centre of faculty "the Automated
systems of information processing" of the Gomel State
University named after F. Scorina. At trials 18 computers
of the various configurations were involved. By results of
experiments the system of monitoring has produced good
metrics by criterion of a similarity of the characteristics of
the real system and characteristics of systems simulated
by results of the analysis of statistics (of deviation about
10 Operating characteristics: - a size of consumed memory
- 213 Kilobytes. Is used for storage calculated statistics; -
a required disk space - 10 MB per hour (at maximum load-
ing of thesystem); - of CPU on monitoring - 2 of statistics
- 0.3 session).

The analysis of statistics is made by the contributor
with the help of the separate program. The technique
allows constructing a picture CP, established by the con-
crete user CE, depending from sort WL and characteristics
CE. At design simulation there is a possibility of manipu-
lation both characteristics CE, and structure WL, that is
reached by means of the detailed analysis of a log of sta-
tistics. In result the contributor receives toolkit for plan-
ning adaptive operations of the local area network.
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tional operations are fulfilled: finding and obtaining of
a descriptor of the window of the program of collection of
statistics; a dispatch to this message box about termina-
tion of the process.

The driver of the system of monitoring writes the
items of information on all watched events in the local
buffer. The given buffer is in unloaded memory. Therefore
its size is limited to 4 thousand records. The necessity of
layout of the buffer in unloaded memory is coupled to the
requirements about minimum effect of the system of mo-
nitoring on CP. As the speed of filling of the buffer varies
over a wide range, given from buffers should be periodi-
cally read out and be saved in the appropriate file. The
write operation of the buffer on the disk could be carried
out and from limits of the driver, but the given way is
ineffective, that is stipulated by that fact, that in the file
of an event log the unique identifiers of the process
should be brought. But the same identifiers obtained by
the driver, can be repeated.

Therefore, each time is necessary to fulfil the special
procedure of identification of processes, which algorithm
is circumscribed above. But it is impossible to fulfil this
procedure at a level of the driver. Therefore the task of
collection of statistics was necessary for realizing as the
separate program. Thus this program fulfils the following
operations: the start of the driver of the system of
monitoring; the periodic reading given from buffers of
the driver; identification of processes in the system; the
record of a sequence of events in a log. The program of
collection of statistics cooperates with the driver of the
system of monitoring and program of identification of
processes.

The operation of the main unit is made permanently
in a background. The program of collection of statistics is
the main "launched" unit of the system of monitoring.
The given program is installed in the menu of autoload
Windows. By default it does not output on the screen of
any additional items of information, except for the list of
triggered processes and quantity of events per one se-
cond. It is also possible to install an output mode of the
list of events on the screen. But such mode renders es-
sential influence on a response time of the system, be-
cause the majority of events, registered by the monitor,
will be coupled to mapping of a log on the screen. Besides
there is a possibility of suspension of system operation of
monitoring.

On a program termination of collection of statistics
happens: out swapping of the driver from memory, file
closing of a loge and termination of watching of system
events. The program of collection of statistics at start
registers appearance in the "trap" system, responding for
identification of processes in the system. Then at start of
the new process it receives all items of information on it,
including its system identifiers. On the basis of these
items of information the table of correspondence of iden-
tifiers is created. After each reading given from the driver
there is a conversion of identifiers to the help of the table
of correspondence. As to write the data in a log to the
disk after each reading requires many resources, these
data in the be-ginning are stored in the buffer of the
program of collection of statistics, which approximately
in 10 times more buffer of the driver.
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