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In the paper the positive fractional discrete-time linear
systems with delay described by the state equations are
considered. The solution to the state equations is derived
using the Z transform. Necessary and sufficient conditions
are established for the positivity, reachability and contro-
llability to zero for fractional systems with one delay in
state. The considerations are illustrated by an example.
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In positive systems inputs, state variables and out-
puts take only non-negative values for non-negative ini-
tial conditions and non-negative controls. Examples of
positive systems are given in monograph [3] and quoted
there literature.

Positive linear systems are defined on cones and not
on linear spaces. Therefore, theory of positive systems
is more complicated and less advanced. Recently, the
reachability, controllability and minimum energy control
of positive linear discrete-time systems with time-delays
have been considered in [1, 3, 9,11].

The three definitions generally used for the fractional
integro-differential operators are the Grünvald defini-
tion, the Riemann-Liouville definition and the Caputo
definition. The mathematical fundamentals of fractional
calculus are given in the monographs [7, 8, 12]. This idea
has been used by engineers for modelling different pro-
cess and designing fractional order controllers for time-
delay systems [5, 10]. In the papers [4, 6] a new class of
fractional positive systems described by the state equa-
tions were introduced and necessary and sufficient con-
ditions for reachability and controllability were given.

Let be the set of matrices with entries from
the field of real numbers and . The set of

In this paper using recent results, given in [1, 3, 4, 9],
a problem of reachability and controllability to zero of
fractional positive discrete-time systems with one delay
in state will be considered. The paper is organized as
follows: in section 2 using the definition of the fractional
discrete derivative and transform the solution to state
equations of the fractional systems is derived. The neces-
sary and sufficient conditions for the positivity, reach-
ability and controllability to zero of the fractional sys-
tems are established in sections 3, 4 and 5, respectively.
A numerical example is given in section 6.
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real matrices with non-negative entries will be denoted
by and . The set of non-negative inte-
gers will be denoted by and the identity matrix
by .

In this paper using the Grünwald-Letnikov approach
the following definition of the fractional discrete deriva-
tive will be used [7, 8, 12]

(1)

where is the order of the fractional difference, is
the sampling interval and is the number of samples
for which the derivative is calculated.

According to this definition, it is possible to obtain
a discrete equivalent of the derivative (when is posi-
tive), a discrete equivalent of the integration (when
is negative) and, when the original function.

The binomial coefficients can be obtained from
[7]

(2)

or using the following recursive formula [12]

(3)

For simplicity it will be assumed that

Consider the fractional discrete-time linear system
with delay in state, described by the state-space equations

(4a)

where
with the initial conditions

(5)

Using the definition (1) for we may write the
equations (4) in the form
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Computing coefficients for and putting in
order of delays in state, equation (6a) can be rewritten as
follows

where and are given by (2) or (3).

Note that the fractional discrete-time linear system
(6) is the classical discrete-time system with delays
increasing with the number of samples [1]. The
state equation in this case has the form

where

(9)

From (2) it follows that coefficients stron-
gly decrease to zero when increases to infinity.

The solution of equation (6a) with initial
conditions (5) is given by

(10)

where the fundamental (transition) matrix is deter-
mined by the equation

with the initial conditions

where are given by (2) or (3).

In the same way as in [2, 4] the proof will
be accomplished using the transform.

Let be the transform of defined by

Using the transform to (6a) and taking into
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Theorem 1.

Proof.

�

account nonzero initial conditions (5) we obtain

(14)

Solving the equation (14) for we obtain

where

Let

Substituting of (17) to (15) yields

Using the inverse transform to (18) we obtain
the desired formula (10).

Substituting of (17) to the equality

we obtain

Comparing the coefficients at the same powers of
for of the equality (20) we obtain

and in general case the equation (11).

The proof for second part of (11) is similar as given
in [2] in the case of classical discrete-time system with
delays.

Note that the solution (10) of fractional state equa-
tions can be derived using the recursive formula (7) for

and the initial conditions (5) without
applying the inverse transform.
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[3, 4] The fractional system (4) is called
the (internally) positive fractional system if and only if

and for any initial conditions
and all input sequences .
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reachable if for every state there exists a natural
number and an input sequence

, which steers the state of the system (4) from zero
initial states (5) (i.e. ) to the desired final state

.

The positive fractional system (4) for
is reachable in steps if and only if the reach-

ability matrix

(27)

contains linearly independent monomial columns.

The solution of equation (6a) has the form
(10). For zero initial conditions and we
have

(28)

where the reachability matrix has the form (27) and an
input sequence has the following form

(29)

From Definition 2 and (28) it follows that for every
there exists an input sequence
if and only if the matrix (27) contains line-

arly independent monomial columns.

If the fractional system (4) is reachable and
then the nonnegative input (29),

which steers the state of the system (4) from zero initial
states (5) (i.e. ) to the desired final state

, is given by the formula [1]

(30)

Taking into account papers [4, 9, 11] we may formu-
late the following definition of controllability to zero of
the positive fractional system with delay.

The fractional system (4) is called con-
trollable to zero in steps if for any nonzero initial
states there exists an input sequence

, which steers the state of the system from
nonzero initial conditions (5) to zero ( ).

The positive fractional system (4) for
is controllable to zero in steps if and only if

(31)
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Theorem 3.

Proof.

Definition 3.

Theorem 4.

�
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Controllability to zero of the positive frac-
tional systems

5.

The following two lemmas will be used in the proof of
the positivity of the fractional system (4) with delay in
state.

[4] If the order of the fractional difference
satisfies

(22)

then coefficients are positive, i.e.

(23)

The proof of the lemma is given in [4].

If the order of the fractional difference
satisfies the condition (22) and

(24)

then fundamental matrices have only nonnegative en-
tries, i.e.

(25)

The proof of the lemma follows from (11) and it is
given in [4] using the mathematical induction.

The fractional discrete-time system (4) for
is positive if and only if

(26)

Sufficiency: If the condition (24) is satisfied
then by Lemma 2 holds for If (25)
and (26) are satisfied, then from (10) and (6b) we have

and for every since
by Definition 1 and .

Let for . Assuming that the
system is positive from (7) for we obtain

and from (6b) we have
. This implies and

since and by definition 1 are
arbitrary. Assuming from (7) for we obtain

and from (6b) we have , which
implies and , since by Defini-
tion 1 is arbitrary

Let be the th column of the identity
matrix . A column for is called the monomial
column.

Taking into account papers [1, 4, 11] we may for-
mulate the following definition of reachability of the
positive fractional system with delay.

The fractional system (4) is called

Lemma 1.

Lemma 2.

Theorem 2.

Proof.
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Proof.

Lemma 3.

Proof.

From equation (10) for and we have

(32)

where the matrix has the form (27) and is defined by
(29).

It is well known that for finite and
do not exist positive

satisfying equation (32).
The equation (32) is satisfied for any nonzero initial

conditions (5) and if and only if the conditions
(31) hold and .

The positive fractional system with delay in
state (4) for is controllable to zero:
a) in step if and only if

(33)

b) in steps if and only if

(34)

c) in an infinite number of steps if and only if the system
is asymptotically stable.

Using (11) for we obtain fundamental
matrices of the forms:

(35)

From the above it follows that the conditions (31) can
be satisfied if and only if the conditions (33) hold and

.
In case b) the matrix is a nilpotent matrix with

the index of nilpotence and we have
. Hence the conditions (31) will be satis-

fied if and only if the conditions (34) hold and .
In case c) if the system is asymptotically stable then

(36)

for every . Moreover for and .
Hence equation (32) is satisfied for and by
Theorem 4 the system is controllable in an infinite number
of steps.

Test reachability and controllability to zero of posi-
tive fractional system with delay in state (4) with the
matrices
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(37)

First, we check for which values of the order of the
fractional difference this system is positive.

From Theorem 2 we have

(38)

if and only if since

Using (27) for we obtain the reachability matrix

(39)

which contains two linearly independent monomial
columns. Therefore, by Theorem 3 the positive fractional
system (37) is reachable in two steps for .

Computing from (30) for the final state
we obtain

(40)

We check out received results. Using (7) for matrices
(37) with and the input sequence

and we obtain
(41)

Next, we test the controllability to zero of this system
for .

Using (11) for we obtain fundamental mat-
rices of the forms:

(42)
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From the above it follows that the case b) of Lemma 3
is satisfied. Therefore, the positive fractional system for

with the matrices (37) is controllable to zero in 2
steps.

To verify obtained result we find the solution of
equation (4a) for with matrices (37)

and and .

Using (7) for we obtain, respectively

The concept of positive fractional system has been
extended for the discrete-time linear systems with de-
lays. Necessary and sufficient conditions for the positi-
vity (Theorem 2), reachability (Theorem 3) and con-
trollability to zero (Theorem 4) for order of the fractio-
nal difference satisfied the following condition

, have been established.
A formula for computing a nonnegative input

(30), which steers the state of the system (4) from
zero initial states (5) (i.e. ) to the desired
final state has been given.

The considerations can be easily extended for the
positive fractional systems with multiple delays in sta-
te and control.

Białystok Technical University,
Faculty of Electrical Engineering, Wiejska 45D, 15-351
Białystok, Poland. E-mail: wtrzasko@pb.edu.pl

n

n

u u

i

n
n

u

x =x =
x =

=1/2

=1/2

=0 =0

=0,1

0 <
1

0

0 1

0

-1 0

Concluding remarks

�
q

N
f +�

The Ministry of Science and High Education of Poland supported
the work under grant No. G/WE/5/07

Busłowicz M., Kaczorek T., “Reachability and minimum
energy control of positive discrete-time linear systems
with multiple delays in state and control”. In:

, Sevilla 2005, Spain.
[2] Busłowicz M., “Explicit solution of discrete-delay equa-

tions”, , vol. 7, no. 2,
1982, pp. 67-71.

[3] Kaczorek T., , Springer-
Verlag, London 2002.

[4] Kaczorek T., “Reachability and controllability to zero of
positive fractional discrete-time systems”,

Wojciech Trzasko, PhD

44 IEEE
CDC-ECC'05

Foundations of Control Engineering

Positive 1D and 2D Systems

Machine

th

7.

-

ACKNOWLEDGMENTS

AUTHOR

References

.

[1]

Intelligence and Robotic Control

Mechanics Research Communications 33

Proceedings of the
Computational Engineering in Systems and Application

An Introduction to the fractional
calculus and fractional differential equations

An International Journal for Theory and
Applications

Proceedings 15 National Conference of Automatics

Appl. Math. Comput.

Positive Systems

Tutorial Workshop #2. Fractional Calculus Applications in
Automatic Control and Robotics 41 IEEE Conference on
Decision and Control

, vol. 6, no. 4, 2007.
[5] Lazarevic M. P., “Finite time stability analysis of PD

fractional control of robotic time-delay systems”,
, 2006, pp.

269-279.
[6] Matignon D., d'Andre´a-Novel B., “Some results on

controllability and observability of finite-dimensional
fractional differential systems”. In:

,
France 1996, vol. 2, IMACS, IEEE-SMC, pp. 952-956.

[7] Miller K. S., Ross B.,
, Willey,

New York, 1993.
[8] Podlubny I., “Matrix approach to discrete fractional

calculus”,
, vol. 3, no. 4, 2000, pp. 359-386.

[9] Trzasko W., Kociszewski R., Controllability of positive
discrete-time systems with delays in state and control”.
In: ,
Warsaw, 2005, vol. 2, pp. 127-130 (in Polish).

[10] Zhang X., „Some results of linear fractional order time-
delay system”, , 2007 (in press).

[11] Xie G., Wang L., Reachability and controllability of po-
sitive linear discrete-time systems with time-delays .
In: (Benvenuti, De Santis and Farina
(Eds.), Springer-Verlag, Berlin Heidelberg, 2003, pp.
377-384.

[12] Blas M. Vinagre, “Fractional Calculus Fundamentals”.

,
, Las Vegas, 2002.

th

st

“

“
”

Journal of Automation, Mobile Robotics & Intelligent Systems

Articles 47

VOLUME 2,     N° 3     2008


