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Abstract: Massive open online courses, MOOCs, are a recent phenomenon that has achieved a tremendous media attention in the online education world. Certainly, the MOOCs have brought interest among the learners (given the number of enrolled learners in these courses). Nevertheless, the rate of dropout in MOOCs is very important. Indeed, a limited number of the enrolled learners complete their courses. The high dropout rate in MOOCs is perceived by the educator's community as one of the most important problems. It's related to diverse aspects, such as the motivation of the learners, their expectations and the lack of social interactions. However, to solve this problem, it is necessary to predict the likelihood of dropout in order to propose an appropriate intervention for learners at-risk of dropping out their courses. In this paper, we present a dropout predictor model based on a neural network algorithm and sentiment analysis feature that used the clickstream log and forum post data. Our model achieved an average AUC (Area under the curve) as high as 90% and the model with the feature of the learner’s sentiments analysis attained average increase in AUC of 0.5%.
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1. Introduction

More and more, the massive open online courses (MOOCs) have witnessed a tremendous development in the recent year [1]. Through the MOOCs, the learners have the opportunities to self-organize their participation, learning goals, knowledge, abilities and interests. Certainly, the MOOCs have brought interest among the learners (given the number of learners enrolled in these courses), nevertheless, There are many unresolved question related to MOOCs, One of the major recurring issues raised is the high dropout rate of the MOOC learners, Indeed, the MOOC dropout rate generally knows of 90 % attrition [2][3], in this sense, and according to the last study elaborate by EDX, only 17 % of the enrolled learners consulted the courses and only 8 % get the certification at the end of the MOOC [4], which means that most of the users who join a MOOC eventually don't complete it. However, the dropout in the MOOC was related to diverse aspects that can be classified as learner-related factors and MOOC-related factors. The learner-related factors are especially the motivation of the learner and their expectations [5][6][7], insufficient learner's background knowledge and lack of required learner's skills [8]. The MOOCs-related factors are related to courses design and the lack of the social interactions in MOOCs leading to an isolation feeling [9]. There has been an increasing attention to this issue by several researchers, in this sense, we can cite the paper of Kizilcec and al. [10], Hill [11] who proposed the classification of the learners according to their interactions with the platform. Hill [11] classified the various MOOCs participants in five categories: active, passive, Drop-ins, Observers and No. Shows. Besides, we can classify three different approaches to minimize the dropout rate [12][13]:

- The pedagogical strategy approach: it is a number of theoretical strategies validated by empirical studies. Among these educational strategies we can cite this work [14].
- The personalization and adaptation approach: several research works focus more and more on the importance of the personalization to reduce the dropout rate. In this context, we can cite different project which proposes a personalization system of the pedagogical objectives within MOOC [15][16].
- The gamification approach: this is the mode of learning which capture a large audience. Indeed, integrating serious games into learning process in order to increase learners' motivation and engagement. [17].

However, to reduce the dropout rate, the adoption of these approaches is not sufficient. By reason of, the low pedagogical tutoring in these platforms, the no personalization of the courses according to the real learner profile (profile updated with the knowledge and skills acquired in MOOCs), thus the majority of the serious games couldn't influence the intrinsic and extrinsic learners' motivation. As consequence the need to predict the learner's dropout in MOOC in order to propose to them a suitable pedagogical strategy and/or complementary resources to help them to complete their courses. Our objective in this paper is to provide a solution to reduce the dropout rates through the prediction of the learner’s dropout in the MOOC. Our approach consists to use a machine learning algorithm based on the clickstream log and...
forum post data from EDX MOOC. We can summarize our research problems in three questions:

- How can we identify the features to be considered in the prediction task to have a better accuracy of our algorithm?
- What is the best machine learning algorithm to be used to predict the dropout of a learner?
- Can the sentiment analysis influence the accuracy of our algorithm?

2. Related Work

Recently, there have been several efforts to predict learner dropout in MOOCs by analyzing the learner interaction, extracting a variety of features and applying machine learning algorithms. The mostly works use clickstream features which contain the interaction event among learners and the MOOCs courseware including discussion forum content, video lectures, quiz answers and more. Different from other works, using features such as number of threads viewed, number of forum posts, the number of video viewed and more to predict learner attrition [19].

Using learner’s social interaction, quiz score and number of peer review [20]. And some works try to classify the various features to understand their relationship and their relative importance in order to classify the learners in MOOCs [21]. All these works use a variety of classification algorithms and adapt a different approach for extracting features. In [22], the author propose a support vector machine SVM and extract features from clickstream to predict dropout learner each week. [23] Apply a logistic regression to identify the learners who seem to be not able to complete the course [23]. Author in [24] use a k-means to discover inactive learners in MOOCs environment. However, among various ML algorithms, only some researchers focus on Artificial Neural Network ANN [25] and Recurrent Neural Network RNN [26]. Table 1 presents a Synopsis of prior works on the dropout prediction in MOOCs.

### Tab. 1. Survey of prior works on the dropout prediction in MOOCs

<table>
<thead>
<tr>
<th>Study</th>
<th>MOOC Numbers</th>
<th>Dataset</th>
<th>Algorithm used</th>
</tr>
</thead>
<tbody>
<tr>
<td>Balakrishnan et Coetzee [27]</td>
<td>1</td>
<td>Clickstream</td>
<td>HMM + SVM</td>
</tr>
<tr>
<td>Boyer et Veeramachaneni [28]</td>
<td>3</td>
<td>Clickstream</td>
<td>TL+LR</td>
</tr>
<tr>
<td>Chaplot et al. [25]</td>
<td>1</td>
<td>Clickstream forum, posts</td>
<td>ANN</td>
</tr>
<tr>
<td>Taylor et al. [29]</td>
<td>1</td>
<td>Clickstream forum posts</td>
<td>LR</td>
</tr>
<tr>
<td>Coleman et al [30]</td>
<td>1</td>
<td>Clickstream</td>
<td>LDA+LR</td>
</tr>
</tbody>
</table>

However, several challenges facing dropout prediction using machine learning methods [34] (Fig. 1), such as the large mass of unstructured data contained in MOOCs platforms which need a specific management mainly when the missing data occurs. In this sense, we cannot apply several machine learning techniques that require a finite set of data and no missing observations such as HMM.

The non-interoperability of learning platforms and the non-standardization of data MOOC can lead to another challenge which the generalization of machine learning solution. Furthermore, each learning platform has its own data definition, vocabulary, and the clickstreams data are represented in a different format. Therefore, the process of creating, training and validation of ML model is specified of each learning platforms (Open edx, Coursera, canvas...) and can’t be used for other learning platform.

Another challenge is the data variance in MOOC platforms that lead to imbalanced classes. The high data imbalance may result to poor performance, less accuracy and reliability in ML models such as SVM. In addition the privacy and non-availability of learner’s data in MOOCs platforms and the availability only the clickstream data is one of the important challenge of ML learner dropout prediction in MOOCs because the result obtained limited and not representative.
expressed in the discussion forum of the course and the number of learners who drop the course. But unfortunately, there has not been much work on use of learner sentiments in predicting dropout. We propose in this paper a model that predicts learner attrition. This model is based on the most interesting information that impact the learner ‘dropout’ [34]. It’s selected after a correlation with several features and learner ‘dropout. The feature is related to the clickstream log such as (Number of video views, number of subsection viewed ...) and related to discussion forum such as number of forum post viewed, number of forum post votes and student sentiments in discussion forum posts etc. However, we decided to use ANN model with two hidden layers and nine features input after several experimentation and accuracy comparison between the standard dropout prediction architecture. In addition, the choice of this algorithm is also to answer to some challenge of machine learning model cited before (large mass unstructured Data, solving high imbalanced data). In the following section, we introduce our proposed model and the machine learning algorithm used to address the MOOC dropout prediction problem.

3. Proposed Model

3.1. Prediction Dropout Problem Formulation

Since their appearance, the MOOC has several limits mainly the very high dropout rate, on all the MOOC, no matter their subject. On average, just 8% of the enrolled finish the courses and get a certification. The high dropout in MOOCs has been attribute to many factors, such as the lack of time, learner’s motivation, feeling of isolation, and lack of interactivity in MOOCs. However, this problem raised the following research questions: “how can we predict the attrition of the learners in the MOOC?”. To answer to this question, we propose a dropout predictor that can be used by the educators during the courses to propose necessary intervention for the learners at risk of dropping in order to reduce attrition learners in MOOCs we suggest applying four types of machine learning algorithm to the tracking log, discussion forum interaction clickstream and forum post data from OpenEdX Platforms MOOC ‘Introduction to Computer Science’, prepared exclusively for this work by Stanford’s university. The objective of this step is to choose the algorithm which give the best accuracy in our context. We suggest afterward testing our algorithm by adding new features to improve even more the performance of the chosen algorithm. We also study in this paper; the influence of the sentiments analysis feature on the prediction accuracy

3.2 Dataset

The experimentation and analyses in this paper are based on a dataset which was prepared by Stanford’s university exclusively for our work after a request via their official website (https://data-stage.stanford.edu/). The data was collected from a MOOC ‘introduction to computer science’ which was launched in March, 2016. The course lasted twelve weeks with 11 607 participants at the beginning of the week and 3861 participants staying until the last week of course. Globally, 20 828 learners are participated, with approximately ML techniques challenges Data variance No availability of public dataset Non interoperability of Learning Platforms Large mass of unstructured Data 81,4 % as dropout rate. Fig. 2 summarizes the various data sources received from Stanford:

![Fig. 2. Overview our Data sources](image)

- A file of the clickstream log data from the historic navigation and edX server in CSV format. For example, every page visited by every learner was stored as event CSV.
- Forum post, comments and the answers stored in a file CSV.
- Wiki pages visited stored in a file CSV.
- A file CSV containing information about the state of the learners. For example, the database contained its final answer to a problem.
- A file CSV of the calendar of the MOOC which included information such as the deadlines of sending the homework.

We visualized several properties of our dataset in Fig. 3.
Fig. 3. Properties of our dataset

We observe that the number of active learners quickly decreases. Furthermore, the probability of dropout is high during the first two weeks.

3.3 Features Extraction

After the cleaning of our dataset, we process the data and transform them in the good format for the classification task. Firstly, we translate the interactions in our data set in an adapted format to the task of classification. In particular, we analyze the interactions and extract a set of features, which are the input of our machine learning algorithms. Every feature represents an aspect of the dataset which we want to take into account when we predict if a learner will dropout or not. To build our set of features, firstly, we sort out the interactions in the chronological order according to their timestamp, then, the missing attributes are replaced by the median of the week. After that, we select the features based on a manual feature selection method, we calculate a correlation between each pair of features and we choose nine features based on correlation matrix plot as appeared in figure 4.

Fig. 4. Correlation Matrix Plot

The complete list of the extracted features is presented in Tab. 2.

After the extraction of these features, different important steps of preprocessing have been applied. Firstly, we applied several technique including the removal of duplicate rows in order to cleaning our dataset. After that, the normalization procedure. Furthermore, the class imbalance is one of the issue that occurs in the MOOC dataset. Where the number of learners who dropout far exceeds the number of learners who complete the courses. The presence of the class imbalance in our dataset can bring the classifier to predict in an incorrectly way the learners may dropout. This is partially dangerous for the learners who are in the reality complete their courses and classified badly by our predicted model. To solve this problem under sampling the majority class (‘learner dropping out’) was used.

Tab. 2. Features extracted for MOOCs dropout prediction

<table>
<thead>
<tr>
<th>Features</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Course Week</td>
<td>The number of the weeks since the course has begun</td>
</tr>
<tr>
<td>Number of video</td>
<td>The number of videos played by the learner in the current week</td>
</tr>
<tr>
<td>views</td>
<td></td>
</tr>
<tr>
<td>Number of problems answered</td>
<td>The number of the questions that the learner answered.</td>
</tr>
<tr>
<td>Number of problems answered correctly</td>
<td>The number of the questions that the learner answered correctly.</td>
</tr>
<tr>
<td>Number of subsection viewed</td>
<td>The number of section viewed by the learner in the current week.</td>
</tr>
<tr>
<td>Number of forum</td>
<td>The Number of forum pages viewed by the learner in the current week</td>
</tr>
<tr>
<td>post</td>
<td></td>
</tr>
<tr>
<td>Number of forum post votes</td>
<td>The Number of forum post voted by the learner in the current week.</td>
</tr>
<tr>
<td>Learner Sentimen</td>
<td>The sentiment analysis of the learner in the forum post in the current week</td>
</tr>
<tr>
<td>t Analysis</td>
<td></td>
</tr>
<tr>
<td>Student started</td>
<td>The number of the weeks since the learner began the course.</td>
</tr>
<tr>
<td>week</td>
<td></td>
</tr>
</tbody>
</table>

3.4. Proposed Model

To predict the learner attrition in MOOC, we suggest using the machine learning algorithm based on nine features presented in the previous section namely course week, Number of video views, Number of problems answered, Number of problems answered correctly, Number of subsection viewed, Number of forum
post, Number of forum post votes, Learner Sentiment Analysis, Student started week. So after the features extraction, we try to find the answers to these remaining questions:

- What is the best algorithm of machine learning to be used to predict the learner’s dropout?
- The sentiment analysis feature can influence the accuracy of our learning algorithm?

In our work, we select several features related to discussion forum and clickstream based on a correlation between them and learners ‘dropout. We decided to build an artificial neural network because is the most suitable to model the learner attrition prediction problem and there are a large number of inputs and any mathematical relation between the inputs and output is unknown contrary to many other machine learning techniques.

Furthermore, our neural network model consisting of nine nodes in the input layer which the value of the features for the current week. And the output layer is composed of one node which allow to predict if the learner will dropout the next week. Every input is normalized to take values between 0 and 1. We add two hidden layers with eight neurons in our neural network between the input and the output layers. The number of neurons in the hidden layer was determined experimentally to obtain the possible better results. Besides, to evaluate the prediction performance of the proposed model, we compare it with the others baseline algorithms used in MOOCs dropout prediction such as SVM, KNN, decision tree. Fig. 5 shows the structure of our neural network to predict the learner attrition.

To build the neural network, we use a resilient back propagation. It gave a better result in our experimentation in comparison with the back propagation and quick propagation. According to our experimentation concerning the four machine learning algorithms [table III], we notice that the neural network gives more accuracy comparing with the others namely KNN, SVM and decision tree. So, we choose to use the neural network algorithm for our predictor dropout system. To respond to our research question concerning the impact of the sentiments analysis features on the accuracy of the results, we added the feature of the learner sentiments analysis in the discussion forum that already prepared in our dataset. Table 3 below summarizes the results of our experimentation of the four algorithms on our dataset.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>AUC Average</th>
</tr>
</thead>
<tbody>
<tr>
<td>KNN</td>
<td>0.72</td>
</tr>
<tr>
<td>SVM</td>
<td>0.84</td>
</tr>
<tr>
<td>Decision Tree</td>
<td>0.74</td>
</tr>
<tr>
<td>Neural Network (Without Sentiments Analysis)</td>
<td>0.90</td>
</tr>
<tr>
<td>Neural Network (With Sentiment Analysis)</td>
<td>0.95</td>
</tr>
</tbody>
</table>

According to these results which will be discussed in details in future section results, we notice that the neural network algorithm has a better accuracy, besides, we noticed that the model considering the features “sentiment analysis” attained average increase in AUC of 0.05. This comparative study allowed us to consider that the neural network algorithm the most performing in the learner prediction attrition in MOOC.

4. Results

To measure the performance of our prediction algorithm, we use both metrics the AUC and the accuracy. AUC allow us to determine the validity of the
model, it gives us the information about the probability of the test result, when the test is perfectly discriminating the surface under the curve (AUC) is 1.

This means that, for two learners (at risk learner of dropping and not at risk learner of dropping), the test allows us to distinguish between the learner who will dropout the MOOC and who will complete it. The table IV and the figure 6 present the performance of prediction of the various algorithms which we applied. The AUC value for KNN lies between 0.70 to 0.79 and for the decision tree, lies between 0.71 to 0.79. For SVM, AUC varied between 0.80 to 0.89.

For our algorithm which bases on the neural networks, the AUC varies between 0.93 to 0.98. The results of the AUC values show that the limit of prediction performance of the lowest prediction of our neural network has still exceeded the limit of the algorithms KNN and the decision tree. Our neural network has the highest average of the AUC values of 0.95.

It surpasses the baseline algorithms. In fact, in this study, most of the time a single layer was used in the construction of the machine learning algorithm. There is enough space to refine the performances of our neural network.

Overall, our network of neurons presented a much better and performance for identification of the learners at-risk of dropping in MOOC.

Concerning the accuracy of the dropout prediction, the range for KNN was varied between 0.82 and 0.90 according to table 4. The range of precision for SVM was between 0.90 and 0.94. The interval for the decision tree was 0.90 and 0.94. For the precision of prediction of our algorithm, the range was 0.94 and 0.98. The precision of the neural network of neurons always has a better performance than the basic algorithms. According to this implementation we notice that the SVM has an accuracy prediction very close to neural network model.

5. Conclusion

The MOOC become more and more popular because of several elements that distinguish it to other online education courses (completely opened and free to anyone). However, a limited number of the enrolled learners complete the courses. Moreover, the MOOC teachers are incapable to identify the learners

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Metric</th>
<th>Week 1</th>
<th>Week 2</th>
<th>Week 3</th>
<th>Week 4</th>
<th>Week 5</th>
<th>Week 6</th>
<th>Week 7</th>
<th>Week 8</th>
<th>Week 9</th>
<th>Week 10</th>
<th>Week 11</th>
<th>Week 12</th>
</tr>
</thead>
<tbody>
<tr>
<td>KNN</td>
<td>AUC</td>
<td>0.79</td>
<td>0.78</td>
<td>0.70</td>
<td>0.71</td>
<td>0.70</td>
<td>0.71</td>
<td>0.79</td>
<td>0.70</td>
<td>0.71</td>
<td>0.72</td>
<td>0.73</td>
<td>0.70</td>
</tr>
<tr>
<td></td>
<td>Accuracy</td>
<td>0.82</td>
<td>0.83</td>
<td>0.87</td>
<td>0.90</td>
<td>0.89</td>
<td>0.86</td>
<td>0.86</td>
<td>0.82</td>
<td>0.82</td>
<td>0.83</td>
<td>0.80</td>
<td>0.81</td>
</tr>
<tr>
<td>SVM</td>
<td>AUC</td>
<td>0.80</td>
<td>0.80</td>
<td>0.84</td>
<td>0.83</td>
<td>0.89</td>
<td>0.81</td>
<td>0.87</td>
<td>0.80</td>
<td>0.83</td>
<td>0.89</td>
<td>0.88</td>
<td>0.84</td>
</tr>
<tr>
<td></td>
<td>Accuracy</td>
<td>0.90</td>
<td>0.90</td>
<td>0.91</td>
<td>0.91</td>
<td>0.94</td>
<td>0.96</td>
<td>0.94</td>
<td>0.91</td>
<td>0.90</td>
<td>0.93</td>
<td>0.94</td>
<td>0.92</td>
</tr>
<tr>
<td>DT</td>
<td>AUC</td>
<td>0.78</td>
<td>0.75</td>
<td>0.78</td>
<td>0.73</td>
<td>0.70</td>
<td>0.71</td>
<td>0.77</td>
<td>0.76</td>
<td>0.77</td>
<td>0.79</td>
<td>0.78</td>
<td>0.79</td>
</tr>
<tr>
<td></td>
<td>Accuracy</td>
<td>0.92</td>
<td>0.91</td>
<td>0.92</td>
<td>0.91</td>
<td>0.91</td>
<td>0.94</td>
<td>0.93</td>
<td>0.91</td>
<td>0.92</td>
<td>0.93</td>
<td>0.92</td>
<td>0.90</td>
</tr>
<tr>
<td>ANN (with the sentiment analysis feature)</td>
<td>AUC</td>
<td>0.96</td>
<td>0.95</td>
<td>0.95</td>
<td>0.96</td>
<td>0.97</td>
<td>0.98</td>
<td>0.97</td>
<td>0.96</td>
<td>0.94</td>
<td>0.94</td>
<td>0.95</td>
<td>0.93</td>
</tr>
<tr>
<td></td>
<td>Accuracy</td>
<td>0.94</td>
<td>0.94</td>
<td>0.95</td>
<td>0.97</td>
<td>0.96</td>
<td>0.95</td>
<td>0.98</td>
<td>0.96</td>
<td>0.97</td>
<td>0.95</td>
<td>0.97</td>
<td>0.96</td>
</tr>
</tbody>
</table>

Fig. 6. Prediction performance for training data for AUC

Tab. 4. AUC and accuracy results for our algorithms overs weeks
at risk of dropping using the traditional methods (interview, observations and questionnaire).

Furthermore, the researchers began to explore the use of machine learning to develop a prediction dropout models for an effective identification of the learners at risk of attrition, and offer to them the suitable interventions. Nevertheless, in education context and in particular in MOOC, the data generated by the learners is enormous and varied. And the selection of the most informative features is the important task in the machine learning algorithms. In our work we choose nine features that are the most correlated with learner ‘dropout related to discussion forum and clickstream data. And we construct an artificial neural network ANN model to predict if the learner will dropout the next week. According to our study, we conclude that in our context, the neural network is more performant than other baseline algorithm, including KNN, SVM and decision tree. By comparing the prediction performance of the various algorithms for the training data and test data, the results show that the prediction performance in neural network is more stable than the others. Besides, we note that the learner sentiment analysis in discussion forum feature improved the AUC value of our algorithm of 0.05 In future work, we plan to: Explore the social aspect of discussion forums in the detection of learner at risk of dropping. Improve more the performance prediction of our neural network by adding other features and hidden layers. Exploit the result obtained from our model to design a recommendation system which can help and motivate the learners to complete their MOOC.
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