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Abstract: In this paper, a low cost mobile robot with
a modular design that permits the easy change of the
number of wheels is considered for generation of 3D
digital maps by using ROS tools and a 3D light detection
and distance measurement (LiDAR) sensor. The modular
robot is thought for travelling through several environ-
ments with saving the energy by changing the number
and arrangement of the wheels according to the envi-
ronment. The presented robot can construct a 3D map
in particular structured environment and the running
performance was investigated by an extensive char-
acterization. Furthermore, in light of the experimental
tests, a new simple algorithm based exclusively of the
processing of the LiDAR data is proposed with the aim of
characterizing the surrounding environment with fixed
landmarks and mobile targets.

Finally, the limits of this prototype and of the proposed
algorithm have been analyzed, highlighting new im-
provements in the future perspective development for
permitting an autonomous environment perception with
a simple, modular and low-cost device.

Keywords: mobile robot, driving module, 3D digital map,
LiDAR, ROS, SLAM

1. Introduction

In several robotic applications, it is necessary to
analyze the surrounding environment to get infor-
mation about the presence of objects and about the
trajectory of the robot respect to landmarks or mo-
bile targets (i.e. the cut trees in forestry where it is
necessary to measure the number of trees [1]). Of-
ten, in several applications, it is necessary to meas-
ure the environment in detail also when it is difficult
to identify the position by global navigation satellite
system (GNSS) signals; in these cases, the generation
of three dimensional digital map by light detection
and distance measurement (LiDAR) has been studied
[2-4]. Currently, research based on the application of
simultaneous localization and mapping (SLAM) by
using only LiDAR data is widely conducted. Several
methods of measuring the surrounding environment
using 2D LiDAR [5, 6] have been proposed applied
to four-wheeled mobile robots that installs these al-
gorithms and generate digital maps with real-time

SLAM. In addition, unmanned aerial vehicle (UAV)
equipped with LiDAR [7] and measurement by a six-
wheeled robot having arocker bogie mechanism
have been developed and their performance has been
experimented [8]. On the other hand, it is difficult to
predetermine the mechanism and size of mobile ro-
bots suitable for various environments and tasks. In
each environment, heterogeneity of the ground, as-
pects of the ground surface, and so on are different.
Increasing the contact area by increasing the num-
ber of wheels improves the running performance of
the robot but reduces the energy efficiency for the
movement. Reduction of energy efficiency should be
avoided in designing autonomous mobile robots that
must carry limited energy sources. Namely, there
is atrade-off relationship between the number of
wheels and the running energy. If it is a relatively flat
ground, a robot can travel sufficiently with an inde-
pendent two-wheel mechanism and has high energy
efficiency. For traveling on a rough meadow, running
performance can be improved by running on four or
more wheels. In addition, in the case of driving in the
forest and sand, a six-wheel rocker bogie mechanism
for ensuring runnability is suitable, however its ener-
gy efficiency is low [9].

Recent works [10-11] have highlighted that robot
operating system (ROS) platform is particularly ad-
vantageous for environment mapping generation by
using a LiDAR mounted on a mobile robot. Moreover,
the possibility of using the LiDAR data (point cloud
data) with efficient algorithms for simultaneous ro-
bot localization and mapping has also been recently
demonstrated (i.e. [12]).

In this research, a simple low-cost robot specially
designed, driven by ROS and realized with modular-
ized wheel and a frame for connecting them and for
supporting a scanning LiDAR is presented with an ex-
tensive characterization of its performance in relation
with the LiDAR vibrations respect to the type of sur-
face with which robot is in contact. This is important
because the 3D LiDAR sensor mounted on the robot
depending on the vibrations acting on the system, can
scan the surrounding environment more efficiently
with lower oscillations by using recent algorithms
introduced in literature. The developed robot, which
can be constructed by combining the modules, can
adaptively change the number and arrangement of
the wheels according to the environment to be meas-
ured and by taking into account the results of the
present research.
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The paper has two further aims:

1) To provide an algorithm for tracking the odometry
of the mobile robot. This practice is very common in
the robotic field and several SLAM algorithms have
already been implemented. In most cases, however,
the input data of the algorithms are taken from IMU
and GPS sensors or, more rarely, from fixed cameras,
which inspect a certain control environment. It is
clear, though, that both methods have their limita-
tions: in the first case, the application of the method
appears to be difficult in shielded environments, due
to the impossibility to reach the GPS signal. While
in the second case, the equipment needed (such as
cameras) would allow the control only over very
limited conditions (light, brightness). The algorithm
proposed here, on the other hand, uses only the data
produced by LiDAR sensor. In fact, LiDAR can provide
frames with Point Cloud data which characterize the
surrounding environment; hence, the method could
become more versatile and able to confront the criti-
cal issues described above.

2) To link the movement of the proposed modular ro-
bot with the surrounding environment, forecasting
the kinematics of possible targets and collisions be-
tween the moving elements in the examined space.
This algorithm, as a future development, aims to

support the research studies related to autonomous

driving, a topic of actual and great interest.

2. Design of Robot and Features

2.1. Devices of Robot

In order to control the robot, one laptop computer
with Intel Core m5 (1.10 GHz) and Ubuntu 14.04 LTS
has been used. In addition, the robot operation system
(ROS) [13] was adopted as middleware. Then, the fol-
lowing devices were incorporated into the robot: mo-
tor driver (MDD10A) which generates PWM signal,
amotor controller (iMCs01) including pulse counter,
a 3D LiDAR (YVT-X002, Hokuyo), and a 24 V battery.

The robot system scheme is shown Figure 1. It is
possible to control two driving modules with a set of
motor driver and motor controller by a signal from
the laptop with USB connection. The LiDAR uses pow-
er directly from a 24 V battery.

LIDAR
Ubuntu 14.04
ROS ( Indigo)

TCP/IP!

Laptop

Battery

24V

GND

Fig. 1. Signal and electric scheme of the developed
robot system

2.2. Frame of the Robot

The frame of the robot is designed so that the num-
ber of drive wheels can be changed according to the
environment where the robot is traveling. Depending
on the environment, the robot can be easily changed
by user to energy-efficient wheel versions, six wheel
versions with high running ability against compli-
cated terrain, four wheel versions with intermediate
capabilities of them or two wheels. Therefore, by de-
signing the frame as an x shape as shown in Figure
2(a), since the width and length of the robot are the
same, the robot can execute a spin turn by reverse ro-
tation of each wheel. In the two wheels version, two
driving wheels and one slave wheel are used. In the
four wheels version, four driving wheels are connect-
ed in the same direction to the frame. In addition, for
the six wheels version, an attachment frame was de-
veloped so that it becomes a rocker bogie mechanism.
The proposed driving wheels, the frame, and the at-
tachment frame are shown in Figure 2(b).

T e

Fig. 2. Combination of the driving modules with
developed frames

2.3. Driving Module

The driving module, shown Figure 3, consists
of aDC motor (TE-38F16-24-64), arotary encoder
(E6A2-CW3E), and two wheels connected shaft and
gears. The total length is 382.5 mm, the total width is
217 mm, and the weight is 2500 g. The wheel’s diam-
eter is 150 mm and the maximum velocity is 0.4 m/s.
This module has waterproof performance. Also, by
equipping two tires in parallel, the driving module be-
came less likely to catch on weeds and branches while
the robot was moving. After connecting the connec-
tors of each module and the frame, fix it by screwing
with the frame. By measuring the rotation angle of the
tire with a rotary encoder, the rotation speed of the
tire is controlled. Also, since the sponges are inside
the tires, they do not puncture [14].
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Fig. 3. The driving module consists of a DC motor,
a rotary encoder, four gears and two wheels.
(a) Structure and (b) over view of a driving module

2.4. Configuration of the Robot

The developed robot can be changed to three dif-
ferent configurations by changing the combination
of drive modules as shown in Figure 4. The first type
consists of six driving modules and two rocker bogie
joint attachment. The second one has four driving
wheels, the third type has two driving wheels and one
non-driving wheel. Each types are designed depend-
ing on an assuming following fields.

¢ The six-wheel type: this is for traveling across
all different conditions of the road (mud,
grass, asphalt) and can climb obstacles [15].
This is influenced by the Rocker-bogie mech-
anism [16-18]. These characteristics are per-
fect to drive the Robot trough forest environ-
ment.

¢ The four-wheel type: this keeps a great sta-
bility during up-hill and cross-hill, because of
its symmetrical body, anyway the Robot pres-
ents some problems to climb obstacles due to
no-bogie joint and no flexible structure.

¢ The two-wheel type: this is the simplest con-
figuration; Robot has a good stability but
risks to tip over the ground if it overcomes
obstacles or travels across rough ground.

(a) (b) (c)

Fig. 4. Three types of the robot configuration with
changing drive wheel combinations: (a) two-wheel type
with one non-driving wheel, (b) four-wheel type, and
(c) six-wheel type with rocker bogie joint attachment

The case anterior part has been designed for re-
ceiving and fixing in a correct way the LiDAR sensor,
giving it also an adequate protection structure for fac-
ing eventual impacts during the robot motion (Fig. 5).
The solid angle that is possible to inspect with this
sensor model (Hokuyo XVT- 35 LX 3D LiDAR) is quite
extensive in both the directions (Fig. 6).

(b)
Fig. 5. a) Structure for placing the LiDAR sensor, b) The

Lidar sensor mounted

[Side view] [Top view]

Horizontal field 210°

Scan direction

Fig. 6. Serviceable solid angle range of the LiDAR sensor
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3. Preliminary Tests

3.1. Relationship Between the Number of Tires
and Running Performance

The vibrations induced on the LiDAR sensor,
placed on the top of the robot, during its movement
could compromise the accuracy of the acquired cloud
of points and also could ease the robot organs of un-
screwing (as verified during the experiments). For
this reason, a reduction of the vibrations choosing the
best robot configuration (2, 4 or 6 wheels) could be-
come a strategic factor for the accuracy and the main-
tenance of the robot. At this proposal, an extensive
experimental analysis has been carried out consider-
ing the data of the value of the vertical acceleration
applied to the LiDAR by means of a Inertial Measure-
ment Unit (IMU) placed inside the LiDAR box.

The tests have been conducted with a first phase
of calibration, by considering a preliminary evalua-
tion of the characteristics of the used accelerometer;
in the preliminary tests the robot was still on the floor
(see Fig.7) and the accelerometer acquired the verti-
cal oscillations for a period of 30 seconds and sam-
pling frequency 50 Hz. The standard deviations o, ex-
pressed by Eq. (1), for 3 different tests are reported in
Table 1, demonstrating the similarity of the standard
deviation value and giving a confidence value of the
vertical accelerometer accuracy.

zi]ila(i)—(_l o)

N

o=

In (1), N is the total number of acceleration sam-
ples a(i) and a” is the mean value, that is considered
as accelerometer offset. The parameter introduced in
(1) will be considered as the comparison parameter
for the vertical oscillation for all the following experi-
mental tests presented.

Fig. 7. Setup of the preliminary calibration tests

Tab. 1. Standard deviation of the vertical acceleration
for 3 tests with still robot

First Second Third
test test test
Vertical acceleration
standard deviation 0.138 0.156 0.188

All the possible robot configuration, in relation
with the possible surfaces scenarios have been
measured when the robot was running at a con-
stant speed. When the acceleration is small, it indi-
cates that the plurality of wheels are appropriately
grounded to the environment. If the acceleration is
large, the wheels do not properly contact the ground,
and a jump accompanying the rotation of the wheels
occurs. That is, by comparing the acceleration in the
vertical direction for each type of robot, it is possi-
ble to evaluate the running performance against the
running environment. The values of a vertical accel-
eration sensor installed in the LiDAR at that time
by running the three types of the robot with three
types of environment of grassland and gravel road at
a constant speed were measured. The three environ-
ment are shown in Fig. 8.

In each environments at least 3 experiments for
each robot configuration (2, 4 or 6 wheels) have been
carried out in order to characterize the robot behav-
ior and also to be guaranteed about the repeatability
characteristics and a sampling frequency of 50 Hz has
been used. The robot has been drive by a joystick at
its maximum speed in the longitudinal direction.

In Fig. 9 an example of the results referred to the
environment b) in Fig. 8, asphalt; it is evident a heavy
difference of vertical acceleration for the 3 considered
configurations. A more clear view may be carried out
by Tables 2-4, where for each type of environment,
asphalt in Table 2, grassland in Table 3, Gravel in
Table 4 the standard deviation of 3 different tests,
named Test1, Test2 and Test 3, for each configuration
(2, 4 or 6 wheels) are reported. For the tests on gravel
surface the configuration with 2 wheels was not able
to move the robot, so only the results (2 tests) with
others configurations have been reported.

a) Gravel b) Asphalt c) Grass

Fig. 8. Three environments for experiments

Compurivon of different configurntions

3l Test on asphalt

0 5 10 15 20 25 30 35
Time Is]

Fig. 9. Vertical acceleration (in m/s?) of Test 1 on the
asphalt for 3 configurations without gravity
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Several considerations may be carried out analyz-
ing the results in Tables 2-4 and considering several
other experiments that have been conducted also on
mixed surfaces or hill-profile and so on:

- The parameter o standard deviation gives ef-
fectively a precise trend for the different tests
in the same configuration/surface and can
assist in the choice of the optimized modular
size with respect to the surface of movement;

- Globally, the configuration with 2 wheels,
nevertheless the lowest weight, has the worst
behavior with vibrations amplified of 2 times
for every surface; even, the movement is not
allowed with 2 wheels configuration on very
irregular surfaces (like the gravel here con-
sidered);

- The configurations with 4 or 6 wheels, have
similar behavior for all the tests, only a light
preference may be given to the configuration
with 6 wheels on soft surfaces (such as the
grassland here considered), where probably
the use of 2 more wheels may reduce the fluc-
tuations and may improve the LiDAR scan-
ning.

Tab. 2. Standard deviation o of the vertical acceleration

Environment: | Two-wheel | Four-wheel | Six-wheel
Asphalt type type type
Test 1 0.99 0.42 0.37
Test 2 0.97 0.35 0.37
Test 3 1.1 0.37 0.39

Tab. 3. Standard deviation o of the vertical acceleration

Environment: | Two-wheel | Four-wheel | Six-wheel
Grassland type type type

Test 1 0.95 0.42 0.37

Test 2 1.1 0.45 0.35

Test 3 0.93 0.41 0.37

Tab. 4. Standard deviation o of the vertical acceleration

Environment: | Two-wheel | Four-wheel | Six-wheel
Gravel type type type

Test 1 - 0.53 0.48

Test 2 - 0.48 0.49

In order to conclude this analysis about the dif-
ferent configurations also an energetic evaluation of
the new robot has been carried out evaluating, from
the motor power, the total robot weight and plausible
hypothesis of movement, the autonomy of the robot.
It has been estimated an autonomy equal to 25 min-
utes for the configurations with 6 wheels, and 32 min-
utes for the 4 wheels robot with the actual battery of
3800mAh at 24 Volt. These estimated autonomy times
have been confirmed by the experiments conducted.

3.2. The Use of LiDAR Sensor: Preliminary Tests
and Pre-Processing of the Data

The LiDAR sensor may generate frames con-
taining Point Cloud Data (PCD) mapping the neigh-
boring environment with a sampling frequency of
about 5 Hz (5 frames for second). Preliminary tests
have been carried out by using the LiDAR data pro-
duced by the robot during its exploration. In Fig. 10
an environment placed inside the University Cam-
pus (Kyushu Institute of Technology, Tobata Cam-
pus), also localized in Fig. 10 from satellite image, is
shown. In Fig. 11 b photo of the test setup where is
evident that in the environment there is also a sec-
ond robot (Fig. 11 a) that has the function of tracking
object to be detected by the proposed robot, used in
the configuration with 4 wheels in order to test the
proposed strategy in conditions similar to the real
ones. The extracted point clouds related to a frame
are shown in Fig. 12a. In Fig. 12b the same frame is
visualized after a preliminary pre-processing of the
point clouds. The preliminary pre-processing makes
the following operations:

- modifying the frame orientation in such
a way to align the image to the robot, with re-
spect to the Lidar position on it;

- executing a preliminary filtering of the data
eliminating the outliers and the support
ground;

- visualization of the resulting pre-processed
PCD.

In Fig. 12b it is possible to note the absence of
the supporting ground and of outliers. The PCDs af-
ter pre-processing could be more useful for giving
correct information about the surrounding environ-
ment. The pre-processing phase has the aim to elim-
inate noise sources from the PCDs for facilitating the
following phase of features and target search and it
will be applied to all the analysis presented in the
following section. After the alignment of the LiDAR
to the robot (i.e. z axis has to be inverted due to the
sensor position), the outliers are removed by consid-
ering a maximum distance threshold from the other
points. Then, the ground points are eliminated, by
considering a threshold of minimum distance by the
fitting xy plane that permits to eliminate the points
referred to the ground. Finally, the points included in
a sphere, having the center in the axis origin (center
of the robot) and radius equal to 1 meter, have been
eliminated because the LiDAR sensor detects some
lateral projections of the sensor included in the visive
field of the sensor.

Fig. 10. Environment of preliminary tests



Journal of Automation, Mobile Robotics and Intelligent Systems

VOLUME 14, N°4 2020

(b)

Fig. 11. a) target robot b) test setup

(a)

No Ground Point Cloud

(b)
Fig. 12. a) Extracted point clouds, b) Point clouds after
pre-processing

4. Algorithm for Robot Odometry and Target
Following Based on LiDAR Data

The use of a LiDAR sensor alone or in conjunction
with other sensors, may be very useful for determin-
ing with accuracy the position of the robot and/or the
presence and relative position of external obstacles.
The sensor has been installed (see Fig. 5) on the ex-
ternal surface of the robot permitting a simplicity in
the signals receptions and in the landmarks chosen.

The basis principle of the algorithm here intro-
duced is similar to that used for solving Simultaneous
Localization and Mapping (SLAM) [19-20] problems
but considering as landmark of the signals extracted
by the LiDAR frames, fixed structures such as walls.
The proposed algorithm is divided in two steps:

- the first step operates on each single frame
acquired from the LiDAR sensor during the
robot exploration giving as result the posi-
tion and pose of the mobile robot with re-
spect to the researched landmark;

- the second step operates on the sequence of
frames related to a specific mapping test and
gives as results the trajectory of the robot
during the test with respect to landmarks (in
fixed positions) and targets(in fixed or also
mobile positions).

The algorithm is mainly efficient for tests indoor
or where it is easy to individuate some fixed reference
structures (walls) that may be used as landmarks for
estimating the robot pose. The idea of the proposed
algorithm is to identify vertical walls, estimating their
intersection and considering this line as the reference
for defining the spatial coordinates of the proposed
robot. In this way, considering a sequence of n frames
recorded by the LiDAR sensor, applying sequentially
the algorithm by means of a ‘while’ cycle, it is possible
to estimate the relative coordinates (x,y,z) of the land-
mark with respect to the sensor position, placed on
the robot. The relative coordinates (x,y,z) of the iden-
tified landmark are stored in a matrix n x 3 (where
n is the number of PCDs saved during the test) and
then processed for calculating the robot route. The
post-processing proposed forecast the recognition
of two vertical walls included in the considered PCD
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[21]; the maximum distance between inliers and fit-
ting plane has been fixed at 0.5 meters. After some
tests, this chosen has been considered not robust and
another condition has been added: the iterative plane
fitting process is concluded only if the fitting error
(from command ‘pcfit’ [21]) is lower than a threshold
(chosen equal to 0.065 in the considered tests). More-
over, in order to make the algorithm more robust in
indoor tests, a further condition of orthogonality be-
tween the identified planes is added when the pres-
ence of orthogonal walls is guaranteed.

Preliminarily to the walls identification, a parti-
tion of the points of the analyzed PCD is necessary;
at this purpose a clustering procedure has been con-
sidered in the proposed algorithm. The particulari-
ty of the clustering procedure here proposed lies in
repeating iteratively the procedure for 10 times in
such a way to have a robust partition of the data and
to consider as starting points for each frame consid-
ered the final centroids obtained for the previous
frame. This second shrewdness is plausible consid-
ering that the target objects (walls and the second
robot) have a low velocity of movement with respect
to the frame frequency and so, likely, the position of
the centroids of each object does not change so much
between one frame and the following one (after 0.2
seconds). In this way, the computational efficiency of
the clustering procedure increases and gives stables
results.

The most important problem in the clustering op-
eration is linked to the necessity to select the num-
ber of clusters in which the data has to be classified.
All the tests presented in this research have a fixed
number of clusters equal to 3, (2 for the walls and one
for the robot target) and the clustering is realized by
means of the ‘kmeans’ [19] command. Anyway, an in-
teresting future development of the research is that of
finding an auto-adaptive procedure in such a way to
automatize the choose of the number of clusters use-
ful for the classification.

In Fig. 13 the fitted plane, Plane 1 from Cluster 1
and Plane 2 from Cluster 2, obtained by applying the
described procedure to the frame shown in Fig. 12b.
It is possible to note that the clustering has efficiently
divided the data in 3 groups; red points (Cluster 1),
blue points (Cluster 2) and green points (Cluster 3,
target robot) for the point clouds in Fig. 12 b.In Fig. 13
are also shown, with a black cross, the centroids po-
sitions for each cluster and with a black sign. Once
estimated the two planes from the point clouds, the
algorithm calculates the intersection point between
these points and the ground fitting plane calculated
in the pre-processing phase (paragraph 3.2). The co-
ordinates (x,y,z) of this point are saved and compared
with the robot spatial coordinates at the previous
step and indicated with a black sign in Fig. 13.

The algorithm has been implemented in such
a way to separate the clusters that identify the land-
marks (Cluster 1 and Cluster 2) with the cluster relat-
ed to the target robot (Cluster 3) by checking the dis-
tance of the target centroid with respect to the fitting
landmark planes.

Fig. 13. Algorithm results on a singular frame

The algorithm has been conceived with the aim of
solving two tasks:

- Locating, in the surrounding environment,
the fix and mobile targets;

- Evaluating the mobile target kinematic in
such a way to define the trajectory and fore-
seeing the future evaluation of the trajectory
from the previous frames analysis.

The algorithm has been generalized in such a way
that it can process asequence of consecutive PCD
with the described procedure and estimating, for each
frame, the fitted plane 1 and 2 and the robot target. .
In this way it is possible to estimates the movement
of the robot with respect to the fixed reference land-
marks that are the walls of the room or of the space
where the robot is moving and with respect to the tar-
get robot.

4.1. Use of the Proposed Algorithm for Robot
Odometry With Stationary Target Robot

One application of the presented algorithm is
shown in this test, where the robot in a4 wheels
configuration is moved by a joystick with a forward
movement (along x axis). In the reality, the robot has
moved of about 5 meters along x-axis, with a small de-
viation along y-axis and with a null deviation along z
axis because the movement were along a flat surface.
The application of the proposed procedure give the
results depicted in Fig. 15, where the trajectory of the
robot is clearly reconstructed (red circles) respecting
the experimental behavior, and the target robot po-
sition is stationary and corresponds to the points of
the figure not included in Plane 1 and Plane 2. The
projection of the algorithm results on the xy plane is
shown in Fig. 15 where is possible to emphasize the
correct reconstruction of the robot trajectory. About
the detection of the position of the target robot, the
elements of the displacements from the landmark of
the robot are equal and opposite to the displacements
from the centroid of the target cluster, demonstrating
the stationary condition of the target.

Several experimental tests have been carried out,
demonstrating, in all the cases, the capacity of the al-
gorithm to estimate the robot trajectory and to detect
the stationarity of the target.

It is important to underline that the IMU data col-
lected in all the tests, show important noise, making
impossible any trajectory reconstruction close to the
reality.
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Forest robot path

Fig. 14. Algorithm results on consecutive frames

Forest robot path
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Fig. 15. Projection of the results on xy plane

4.2. Use of the Proposed Algorithm for Robot
Odometry With Moving Target Robot

In order to test the capacity of the proposed algo-
rithm of tracking mobile targets moving in the visual
field of the LiDAR sensor, other tests have been car-
ried out moving the mobile target robot (shown in
Fig. 10a) during the movement of the robot equipped
with LiDAR.

In the following Figures. 16-18 the results of the
proposed algorithm referred to one test where the
two mobile robots started to move after 10 seconds
and stopped after 20 seconds. The first robot (we can
name it First robot) moves with a trajectory directed
along x axis, the second one, starting from a distance
of about 10 meters, is manually moved almost per-
pendicularly to the direction of First Robot almost
crossing its trajectory and stopping very close to it.

The point clouds referred to the starting situation
and the final one are reported in Fig. 16, the trajec-
tories reconstructed with the proposed algorithm are
depicted in Fig. 17 (red for First robot, blue for the
target robot), and the distances component along the
reference axis between the two robot, easily calcu-
lated after the trajectory reconstruction, are shown
in Fig. 18. The proposed algorithm demonstrated its
ability to detect mobile elements within the inspec-
tion zone and to evaluate the route by using the LiDAR
data and the PCDs processing.

The possibility of estimating in real time the tra-
jectories of the target robot can also open interesting
scenarios for predicting with a good accuracy its posi-
tion if its movement continues without brusque accel-
erations. This possibility is very interesting consider-
ing autonomous inspection of autonomous machines
equipped with a LiDAR sensor.

No Ground Point Cloud

o Ground PointClowd

(b)

Fig. 16. a) Point clouds related to the starting position
of the test, b) Point clouds related to the final position
of the test

Fig. 17. Algorithm results showing the calculated
trajectories with mobile target robot
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Fig. 18. Components of the distances between the
robots in the test with mobile target robot

5. Conclusion

In this paper, a modularized driving wheels robot
able to have abalance between the mobile robot’s
runnability and efficiency according to the environ-



Journal of Automation, Mobile Robotics and Intelligent Systems

VOLUME 14, N° 4 2020

ment has been presented together with an efficient
algorithm using LiDAR data for robot self-localization
and detection of mobile targets. The developed robot,
which can be constructed by combining modules, may
travel through several environment with saving the
energy by adaptively change the number and arrange-
ment of the wheels according to the environment.
Moreover, several experiments have been conducted
for evaluating the performance and the characteris-
tics of the developed robot. First, it was shown that
the developed mobile robot could easily change the
three types of mechanisms according to the environ-
ment by changing the number of modularized driving
wheels and their combination. The experimental tests
confirmed that the six-wheel type is suitable for an un-
even and soft environment and the configuration with
4 wheels has similar characteristics and bigger auton-
omy for hard and rigid surfaces. Next, it was shown by
testing this mobile robot that it is possible to use the
LiDAR data for constructing a 3D map by running on
structured environment. In addition, a specific algo-
rithm for automatically analyzing the LiDAR data has
been presented and tested, demonstrating that, in
specific structures scenarios, the robot can self-local-
ize its position compared to fixed landmarks and may
also evaluate the movement of eventual mobile targets,
foreseeing their next displacements.
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