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Abstract: In general, this paper focuses on finding 
the best configuration for PSO and GA, using the 
different migration blocks, as well as the different sets 
of the fuzzy systems rules. To achieve this goal, two 
optimization algorithms were configured in parallel 
to be able to integrate a migration block that allow 
us to generate diversity within the subpopulations 
used in each algorithm, which are: the particle swarm 
optimization (PSO) and the genetic algorithm (GA). 
Dynamic parameter adjustment was also performed 
with a fuzzy system for the parameters within the PSO 
algorithm, which are the following: cognitive, social 
and inertial weight parameter. In the GA case, only the 
crossover parameter was modified.

Keywords: Genetic Algorithms, Particle Swarm Optimi-
zation, Fuzzy Logic, Parallel Processing

1. Introduction 
In this paper, we are dedicated to finding the best 

configuration that will help us obtain the minimum 
error for the pair of optimization algorithms that we 
use. We consider different sets of fuzzy system rules 
and also with the integration of different migration 
blocks to share information between the two algo-
rithms.

Also, some benchmark functions are too complex, 
and they can take too long for the optimization algo-
rithms, so we configure the algorithms to be used in 
parallel and thereby improve the runtime. This allows 
us to be able to use the migration blocks so that infor-
mation is shared between each of the algorithms and 
to find the global minimum in less time.

The biggest problem with metaheuristic algo-
rithms is that when they are searching there comes 
a time when they could stagnate and not reach the 
specific global minimum of each benchmark function. 
That is why we combine several strategies to avoid 
this situation. 

As for the strategies to improve the methods, we 
refer to the dynamic adaptation of parameters for 
each algorithm, and also to the migration blocks that 

allow us to find a global minimum between the two 
algorithms (GA and PSO). 

Previously, some other researchers have worked 
with the same optimization algorithms as us, but 
some of them have focus on the reduction of the runt-
ime of the algorithms, others use algorithm with dy-
namic parameters adjustment with fuzzy systems. As 
in our previous paper in which we were working with 
the improvement of the performance of the same way 
to the algorithms of PSO and GA, but of individuals 
form each and with the use of processing inside of 
GPU (Graphics Processing Unit). In which we focus on 
reducing runtime [1].

In the current case in which we take care of find-
ing the global minimum in less time with the integra-
tion of GPUs, we can find other people in the research 
community who work on similar research[2]–[5]. 
Also, some researchers have dedicated themselves 
to the use of fuzzy systems to find the parameters 
and others researchers are working with the use the 
others topologies of each algorithm to reach the best 
global minimum [6].

In comparison to the other mentioned research-
ers, the difference of our work is that we combine dif-
ferent strategies to find the best solution for each of 
the benchmark functions, such as: the parallel execu-
tion that allows us to share information with the mi-
gration blocks between the optimization algorithms 
[7]–[9]. 

Below a summary of each of the sections contained 
in the paper is presented. Within Section 2 there are 
three subsections which are part of the theoretical 
framework we use, such as concepts and pseudocode 
of the GA and PSO algorithms, and as a third subsec-
tion, our contribution is better described, which is, 
the joint version of the PSO and GA in parallel with 
the description of the different fuzzy systems and the 
migration blocks that were used. Section 3 shows the 
experiments we performed and the results obtained 
from them, shown separately from each of the two 
cases used where one focused on the use of fuzzy sys-
tems of one input and one output, as well as one input 
and two outputs. Finally, in Section 4, we find our con-
clusions based on the results obtained. 
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contained particles could be a solution to the problem 
that is being worked on. These possible solutions are 
evaluated in each of the iterations that we have.

Figure 2 shows the pseudocode of the PSO algo-
rithm. [6], [14]–[16]:

Fig. 2. Pseudocode of PSO algorithm

The following equation represents the update of 
the velocity vector of each particle  in each itera-
tion k.
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A more detailed description of each factor is made 
below:
vik  = Is the velocity of the particle i in the iteration k.
w = Is the inertial factor.
∅1, ∅2 = The learning ratios (weights) that control the 
cognitive and social components.
rand1, rand2 = The random numbers between 0 and 1.
xik  = Current position of particle i in iteration k.
pBesti = Best position (solution) found by the particle 
i so far gi represents the position of the particle with 
the pBest_fitness of the environment of gi(localbest). 
Eq. 2.

2.3. Parallel PSO and GA
The parallel PSO and GA is formed by the combi-

nation of the algorithms described above, to create 
a parallel version to be able to integrate a migration 
block, which allows us to generate diversity in the 
populations of each of algorithms. The algorithms 
share among them, either, the entire population of the 
best individuals. A fuzzy system is also proposed to 
dynamically adjust the PSO and some GA parameters 
[8], [12], [17], [18].

Although we don’t use graphics cards in our algo-
rithm, certain articles helped us to know what param-
eters of the algorithm we can use to share information 
in parallel with another algorithm.

2. Theory of the Optimization Algorithms 
and Improvement Strategies Used

In this section you will see all the theory related 
to the optimization algorithms and strategies used 
where it will be divided by subsections for better un-
derstanding.

2.1. Genetic Algorithms
Once the pseudocode of the genetic algorithm is 

shown, Genetic algorithms (GA) are algorithms that 
are based on natural selection, where we can find the 
inherited characteristic of the parent chromosomes 
to the children, where the individuals are eliminating 
the weakest chromosomes according to the principles 
of Charles Darwin were the fittest survives. As in na-
ture, the rivalry between people for scarce resources 
results in the fittest people ruling over the weakest 
[2], [4], [10].

In Figure 1 the pseudocode for the genetic algo-
rithm is presented.

Fig. 1. Pseudocode of the Genetic Algorithm

The Figure 1, represent a cycle with an analysis of 
the process than can be parallelized and then can be 
implemented on the video card for improving runt-
ime. The first process that is sent to the video card is 
“Assign fitness value to entire population” and these 
“Select the best solution”. The code modification is 
very small, but with that, you can get an improvement 
in the runtime.

2.2. Particle Swarm Optimization
Particle Swarm Optimization (PSO) is apopula-

tion-basedstochasticoptimizationtechniquedevel-
opedbyEberhartandKennedyin1995, inspired by 
social behavior of bird flocking or fish schooling [7], 
[11]–[14].

PSO has many processes similar to those that 
work with genetic algorithms. This algorithm initi-
ates a swarm of random particles, where each of the 
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Figure 3 illustrates the flow of information in pro-
posed method.

Fig. 3. Parallel PSO and GA

Figure 3 shows the flow chart that is used to ob-
tain the results of our experiments. Which is com-
posed of a block in which the main parameters are 
defined for each of the algorithms that are used, af-
ter having created the population then it is divided 
so that each of the algorithms works. From there 
each one of the algorithms begins to work simulta-
neously and each performs its respective processes. 
We can see in the center of Figure 3 that there is 
a migration block which refers to each of the fol-
lowing blocks (Figures 4, 5 and 6). On each of the 
sides of the diagram the union point number 3 is ob-
served, which joins the block that is in the lower-left 
part of Figure 3 in which the dynamic adjustment of 
parameters is made according to the fuzzy systems 
which are shown in Figures 7, 8, 9, 10 and 11 [16], 
[19]–[23].

2.4. Migration Blocks
The migration blocks are more focused on improv-

ing the results obtained by the genetic algorithm, which 
migrates individuals between the two algorithms to 
add more diversity within each population [24].

Fig. 4. Migration block number 1

In Figure 4 the migration block number 1 is shown 
in which the comparison is made among all the PSO 
particles and all GA individuals, in the case that the 
individuals are greater than the particles a population 
change is made between the algorithms.

Fig. 5. Migration block number 2

In Figure 5 the migration block number 2 is shown 
in which the same population change is made as the 
previous block, but now it is activated every certain 
number of iterations.

Fig. 6. Migration block number 3

Finally, in Figure 6 is observed that the best solu-
tions are found for each of the populations, these are 
compared and only the best ones are exchanged.

Only the parameters of the PSO variables were ad-
justed, which are the cognitive, social and the inertial 
weight parameters. This is why in each of the fuzzy sys-
tems shown below, only the rules of each one change.

2.5. Dynamic Adjustment of Parameters With 
Fuzzy Systems

CASE 1 WITH FUZZY SYSTEMS OF ONE INPUT AND 
ONE OUTPUT:

The fuzzy systems used for dynamic adjustment 
are the following models.

Fig. 7. Rules for each fuzzy systems type A

In Figure 7 the set of rules that are used in the 
fuzzy system type A is shown, in this case, it’s the 
same membership functions for the cognitive and so-
cial parameters.

Fig. 8. Rules for fuzzy system type B

In Figure 8 the membership functions of the cogni-
tive parameter are varied.
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Fig. 9. Rules for fuzzy system type C

In Figure 7, the used rules are the same for all var-
iables (cognitive, social and inertial weight parame-
ters). In Figure 8, the rules change for the fuzzy sys-
tems of the cognitive parameter. Finally, in the case of 
Figure 9, it is similar to the previous one, but now the 
rules are changed for the social parameter.
CASE 2 WITH FUZZY SYSTEMS OF ONE INPUT AND 
TWO OUTPUTS:

The following fuzzy systems refer to those in 
case 2 of the experiments that are composed of one 
input and two outputs.

Fig. 10. Rules for fuzzy system type D

In Figure 10, each of the rules is like the rules used 
in Figure 7.

Fig. 11. Rules for fuzzy system type E

In Figure 11, each of the rules is like the rules used 
in Figure 8.

Fig. 12. Rules for the fuzzy system type F

In Figure 12, each of the rules is like the rules used 
in Figure 9.

In Figure 13, are presented the rules that con-
tain the fuzzy system of one input and two outputs. 
The output variables are the cognitive and social 
parameters of the PSO algorithm. These are influ-
enced by the input variable, which is the number of 
iterations.

Fig. 13. Nine rules for the fuzzy system

Fig. 14. Twenty-seven rules for the fuzzy system (it is all 
possible)

In Figure 14, in this case, all the possible rules that 
can be created for the fuzzy system of one input and two 
outputs with three membership functions are used.

Different number of rules was used to experiment 
if they influence the obtained results.

3. Experiments and Results
The computer on which the experiments were 

made has the following hardware components. It has 
an Intel Core i7-4770 to 3.4 GHz with 4 cores and 8 
threads, and the amount of 16 gigabytes of memory 
RAM (Random Access Memory) to 1600 MHz.

The benchmark functions that were use are in the 
following figure.

Figure 15 shows the benchmark mathematical 
functions that were used for the experiments, the first 
column is the identification list of each the functions, 
on the other hand, all functions have the objective of 
reaching zero[25], [26].

The results shown below are made based on 
a combination of different fuzzy systems varying 
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the number of rules, as well as different migration 
blocks.

Fig. 15. List of benchmark functions

Tab. 1. PSO and GA parameters used

PSO and GA parameters

Population 100

Dimensions 5, 10, 20, 40, 80, 160, 320, 
640, 1280

Iterations / Generations 1000

Cognitive parameter Dynamic

Social parameter Dynamic

Inertial weight Dynamic

Percentage of Crossing 0.8

Assignment Fitness Value Ranking

Selection Universal Stochastic 
Sampling

Recombination Multipoint crossing

Mutation (0.7 / Chrome length)

3.1. Experiments for CASE 1 With One Input and 
One Output

This refers to the combination of the two optimi-
zation algorithms with dynamic adjustment of param-
eters with a fuzzy system for each of the variables. 
Each of the following figures is equivalent to a set of 
experiments of each benchmark functions used.

Figure 16 to 23 illustrate the results of the experi-
ments for case 1 that includes a comparison between 
the different configurations of fuzzy systems (Figures 
7, 8 and 9) as well as the different migration blocks 
(Figures 4, 5 and 6). Zero refers to the fact that it does 
not include a migration block. 

In Figure 16 is observed that in the CASE-1-B-1, 
which the case of one input and one output is where 
the fuzzy system is of type B and the migration block 
is the number 1, better results were obtained for all 
the dimensions that were used, which are from 5 to 
1280 dimensions.

It can be see that in the cases where the number 
1 indicates that block 1 was used are those that ob-
tain a lower value, especially case 1 with fuzzy system 
type B.

Fig. 16. Comparison of the results of the different 
combination used in Case 1: with the fuzzy systems A, 
B and C, as well as with the integration of migration 
blocks 0, 1, 2 and 3. These evaluating the benchmark 
function 1

Fig. 17. Comparison of the results of the different 
combinations used in Case 1: with the fuzzy systems A, B 
and C, as well as with the integration of migration blocks 
0, 1, 2, and 3. These evaluating the benchmark function 2

In the same way, Figure 17 shows that the fuzzy 
system type B with the migration block 1 is the win-
ner for the benchmark function number 2 (Figure 15).

Fig. 18. Comparison of the results of the different 
combinations used in Case 1: with the fuzzy systems A, B 
and C, as well as with the integration of migration blocks 
0, 1, 2 and 3. These evaluating the benchmark function 3

In Figure 18, the values found are extremely high, 
but as in the previous case type B is the winner, al-
though it does not reach zero, it is less than the oth-
er ones in this figure. The highest value is around of 
70,900,000 for GA and the lowest value is around 
360,000 for PSO, it’s a great difference this value is 
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when we working with 1280 dimensions and config-
uration “CASE-1-B-2”. But if we are running the algo-
rithm with other configuration as “CASE-1-B-1” we 
obtain a great difference with values around 2,900 
where we working with 1280 dimensions.

In Figure 19, in other cases we saw that the combi-
nation with the migration block improved the results 
but for the benchmark function number 4, we could 
notice that this same migration block was beneficial 
for all the fuzzy systems used.

Fig. 19. Comparison of the results of the different 
combinations used in Case 1: with the fuzzy systems A, 
B and C, as well as with the integration blocks 0, 1, 2 
and 3. These evaluating the benchmark function 4

In Figure 20, good results are observed in the 
same cases as the previous figure although the values 
close to zero are at low dimensions. The best values 
obtained in this case for the benchmark function 5 are 
around 1,300 for the “Case-1-B-1”.

Fig. 20. Comparison of the results of the different 
combinations used in Case 1: with the fuzzy systems A, 
B and C, as well as with the integration blocks 0, 1, 2 
and 3. These evaluating the benchmark function 5

For function 6, in Figure 21, good results are ob-
tained with low dimensions because when we are 
working with 1,280 dimensions the results obtained 
are around 1,100.

In function 7 in Figure 22, it is a good result with 
“Case-1-B-1”. The best solutions are between 0 and 
0.5 for all dimensions used and this is due to the 
benchmark function.

In Figure 23, the minimum values is between 0 
and 0.28 for function 8. We can note that the results 
using block 1 are the best. 

Fig. 21. Comparison of the results of different 
combination used in Case 1: with the fuzzy systems A, 
B and C, as well as with the integration of migration 
blocks 0, 1, 2 and 3. These evaluating the benchmark 
function 6

Fig. 22. Comparison of the results of different 
combination used in Case 1: with the fuzzy systems A, B 
and C, as well as with the integration of migration blocks 
0, 1, 2 and 3. These evaluating the benchmark function 7

Fig. 23. Comparison of the results of different 
combination used in Case 1: with the fuzzy systems A, B 
and C, as well as with the integration of migration blocks 
0, 1, 2 and 3. These evaluating the benchmark function 8

The following figures between Figure 24 to Fig-
ure 31 show the results of case 2 that focuses on the 
use of fuzzy systems of one input and two outputs.

3.2. Experiments for CASE 2 With One Input and 
Two Outputs

In the same way that in case 1 it can be observed that 
the use of the migration blocks is the one with the best 
results. In figure 24, the winning column is “Case-2-B-1” 
although it goes hand in hand with the “Case-2-B-0” 
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which is the one that does not integrate migration block. 
The best value is around 5 for these columns.

Fig. 24. Comparison of the results of the different 
combinations used in Case 2: with fuzzy systems A, B and 
C, as well as with the integration of migration blocks 0, 1, 
2 and 3. These evaluation the benchmark function 1

Fig. 25. Comparison of the results of the different 
combinations used in Case 2: with fuzzy systems A, B and 
C, as well as with the integration of migration blocks 0, 1, 
2 and 3. These evaluations the benchmark function 2

In Figure 25, the comparison is made between all 
the versions of case 2, which shows as a result that 
the cases where fuzzy type B is used, with the use of 
migration block 1 as well as where no block is used, 
being block 1 the one that gets numbers closer to 
zero when we are working with low dimensions, but 
if we work with high dimensions the results go up to 
almost 3,000. 

Fig. 26. Comparison of the results of the different 
combinations used in Case 2: with the fuzzy systems A, B, 
and C, as well as with the integration of migration blocks 
0, 1, 2, and 3. These evaluating the benchmark function 3

In Figure 26, for the experiment of case 2 for the 
evaluation function 3 it is shown that in the same way 
as the previous cases the configuration with the case 
where it uses the migration block 1 is the closest to 
zero, arriving at the use of 80 dimensions.

Fig. 27. Comparison of the results of the different 
combinations used in Case 2: with the fuzzy systems A, B, 
and C, as well as with the integration of migration blocks 
0, 1, 2, and 3. These evaluating the benchmark function 4

Evaluating function number 4 in Figure 27, it is 
shown that in a greater number of configurations the 
objective of the function that is zero is reached. Al-
though it is observed that in most of the cases is that 
it is gained by the use of the migration block 1.

Fig. 28. Comparison of the results of the different 
combinations used in Case 2: with the fuzzy systems A, 
B, and C, as well as with the integration of migration 
blocks 0, 1, 2, and 3. These evaluating the benchmark 
function 5

Figure 28, in this evaluation of function 5, it was 
not possible to reach zero in any experiment, even 
though we were working with low dimensions al-
though it was close to the minimum value.

In Figure 29 compared to Figure 28, worse results 
are observed which are large in value. Even when 
working up to 1280 dimensions are lower than the 
results observed in Figure 28.

In Figure 30, the results are very low but it is be-
cause it depends on the function with which you are 
working. At low dimensions, you can get some zeros 
in the values.

Figure 31, if we compare it with case 1 it can be seen 
that the values, in general, are a little lower depending 
of the number of dimensions that are being used.
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Fig. 29. Comparison of the results of the different 
combinations used in Case 2: with the fuzzy systems A, 
B, and C, as well as with the integration of migration 
blocks 0, 1, 2, and 3. These evaluating the benchmark 
function 6

Fig. 30. Comparison of the results of the different 
combinations used in Case 2: with the fuzzy systems A, 
B, and C, as well as with the integration of migration 
blocks 0, 1, 2, and 3. These evaluating the benchmark 
function 7

Fig. 31. Comparison of the results of the different 
combinations used in Case 2: with the fuzzy systems A, 
B, and C, as well as with the integration of migration 
blocks 0, 1, 2, and 3. These evaluating the benchmark 
function 8

4. Conclusion
As a general conclusion, after analyzing all the re-

sults of the performed experiments out, it can be stat-
ed that the use of the parallel algorithm combining 
PSO and GA with the integration of migration block 1 
(Fig. 4) and the used of the fuzzy system type B 
(Fig. 8), is the most suitable for working at high di-
mensions.

In certain benchmark functions it was observed 
that the other types of fuzzy systems were good, but 
they cannot beat type B.

Regarding the comparison between cases 1 and 
case 2, the results show that there are very similar 
although on some situations case 2 wins case 1 and 
vice versa. 

In the case of the fuzzy system of nine and twen-
ty-seven rules, good results were not obtained, we 
believe that they are too many rules and saturates, 
giving as output a similar values for all the input mod-
ifications to the fuzzy. 

Comparing Case 1 and 2 for the experiments, we 
observed that the global minimum values found are 
very similar although in some benchmark functions, 
the results obtained were better, but in other cases the 
other one won. In cases where nine and twenty-seven 
rules were used within the fuzzy system, they were 
not the best, we thought that membership functions 
were spliced and that is why they did not help and 
caused them to give the same output value regardless 
of the value of the input that was used.

As future work we can make use of Type-2fuzzy 
systems[27]–[32], as well as an algorithm that helps 
us optimize the rules of fuzzy systems so that they are 
the most appropriate and help us improve the local 
minimum found; although this will make the runtime 
of the experiment is higher, that is why it could also 
integrate the use of GPU to improve the performance 
of the parallel algorithm in general.
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