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Abstract: Inspired by the multi-agent systems, we 
propose a model-based distributed control architecture 
for robotic manipulators. Here, each of the joints of the 
manipulator is controlled using a joint level controller 
and these controllers account for the dynamic coupling 
between the links by interacting among themselves. 
Apart from the reduced computational time due to 
distributed computation of the control law at the joint 
levels, the knowledge of dynamics is fully utilized in 
the proposed control scheme, unlike the decentralized 
control schemes proposed in the literature. While the 
proposed distributed control architecture is useful for 
a general serial-link manipulator, in this paper, we focus 
on planar manipulators with revolute joints. We provide 
a simple model-based distributed control scheme as an 
illustration of the proposed distributed model-based 
control architecture. Based on this scheme, distributed 
model-based controller has been designed for a planar 
3R manipulator and simulations results are presented 
to demonstrate that the manipulator successfully tracks 
the desired trajectory.

Keywords: Model-based control, distributed control, 
manipulator control

1.	 Introduction 
Moving the end-effector along the desired trajec-

tory is one of the fundamental problems in robotics. 
Designing a controller guaranteeing desired perfor-
mance for this manipulator motion control problem 
is a challenging task owing to highly nonlinear and 
coupled nature of its dynamics. 

Nonlinear model-based controllers [5, 28] use the 
concept of feedback linearization. In these control 
schemes, the trajectory tracking performance level is 
uniform across the state space. However, one of the 
major limitations of these control schemes is the fact 
that they require online computation of the dynamic 
equations. Being a coupled multi-input multi-output 
(MIMO) and nonlinear system, manipulator dynamic 
equations are computationally intense, particular-
ly with higher degrees-of-freedom. A feed-forward 
scheme known as computed torque control approach 
[24], where the dynamic equations are pre-computed 

along the desired trajectory, may be used to reduce 
the computational lead time. The error dynamics is 
close to that with the nonlinear model-based control-
ler when the tracking error is small. However, with 
higher tracking error, the performance starts degrad-
ing, as the nonlinear terms do not cancel out. In ad-
dition to the increased spatial (memory) complexity, 
such a scheme cannot be used in situations where the 
trajectory is generated online. In some situations, the 
dynamic model may not be available fully or approx-
imated even if known to reduce computation. Sever-
al approaches such as robust control [27], adaptive 
control [22], model predictive control [19], Artificial 
Neural Networks [13,15], Fuzzy logic controllers, or 
a combination known as Adaptive Network-based 
Fuzzy Inference System (ANFIS) [6], etc., have been 
used in such scenarios.

As most above controllers are typically com-
putationally expensive, several independent-joint 
controllers have been proposed in the literature, 
where a dedicated controller is used to control the 
motion of each of the joints. These control schemes 
are also referred to as decentralized control and 
sometimes wrongly as distributed control schemes. 
Independent joint PD/PID control [5] is the simplest 
decentralized control scheme. Seraji [21] proposed 
a decentralized control scheme without using a ma-
nipulator dynamic model. Each joint controller, along 
with PID control law, uses a feed-forward loop with 
adaptive gains. In [10] the authors propose a decen-
tralized linear control using the control input com-
puted in the previous time instance to estimate the 
coupling terms in the manipulator dynamics. Their 
control law approaches the model-based control law 
as the time delay (sampling time) approaches zero. 
An adaptive version of this control law is presented 
in [3]. A nonlinear adaptive decentralized controller 
is proposed in [16], where the author attempts to ac-
count for nonlinear coupling by using decentralized 
cubic feedback. In [17] the author uses a robust non-
linear feedback term in addition to the decentralized 
cubic feedback to a decentralized PD control law. 
In [11] an adaptive decentralized controller using 
adaptive variable structure compensations has been 
proposed. A decentralized robust control scheme is 
proposed in [26]. Here, the authors consider the un-
modelled coupled dynamics as disturbances and use 
a disturbance observer (DOB) to compensate for the 
same. 
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a few individual agents. Though there are important 
subtle differences between the decentralized and 
distributed architectures as discussed here, these 
two terms have been used interchangeably in the lit-
erature.

(a)

(b)

(c)

Fig. 1. (a) Centralized (b) decentralized, and (c) distribu-
ted control architecture used in multi-agent or networ-
ked systems

Remark 1. The fundamental difference between the 
centralized control architecture and the distributed/
decentralized control architectures is that a  single 
controller is used in the former (centralized architec-
ture) and a dedicated controller for agent/subsystem 
is used in the latter (decentralized and distributed 
architectures). The fundamental difference between 
a decentralized and a distributed architecture is that 
the former does not require communication between 
the individual (agent level) controllers while the lat-
ter allows/requires such communication. Further, 
though only local communication is used in a typical 
distributed control architecture, a control law requir-
ing complete communication (that is, with all the oth-
er agent-level controllers, not necessarily restricted 
to neighboring controllers) may also be implemented 
in a distributed architecture as long as the communi-
cation graph is connected, using a multi-hop distrib-
uted communication.

In this work, we address the problem of control of 
manipulator when its dynamics is known completely. 
As we have seen, the nonlinear model-based control-
ler or similar techniques are best suited in terms of 
provable performance guarantee. However, when we 
consider a high degree of freedom manipulator, such 
as a hyper-redundant planar manipulator, say, the 
computational cost with the model-based controller 
substantially increases. Though the decentralized 
control scheme may result in lower computational 
cost, in these schemes the effect of dynamic coupling 
between links cannot be accounted for, which in turn 
leads to performance degradation. 

In this paper, inspired by distributed multi-agent 
systems, we propose a distributed control architec-
ture and present a simple distributed control law 
based on the proposed architecture for a serial-link 
robot with revolute joints. Some of the basic con-
cepts have been reported in [23]. This paper provides 
a more detailed presentation along with simulation 
results demonstrating the proposed distributed con-
trol scheme.

2. 	Multi-Agent Systems and Distributed 
Control

Multi-agent systems (MAS) such as multi-robotic 
systems (MRS), where multiple cooperating simple 
agents such as mobile robots, are increasingly being 
used to solve many complex problems, such as search 
and rescue [7], landmine detection [8, 4], etc. In the 
context of a multi-agent system, centralized, decen-
tralized, and distributed control architectures have 
been used. Figure 1 illustrates these three architec-
tures.

In the case of the centralized control architecture, 
a single central controller controls all the agents. 
This architecture suffers from high computational 
load and communication overhead. Further, failure 
of the controller leads to failure of the entire system. 
In the case of the decentralized architecture, each 
agent is controlled by an individual controller. There 
is no interaction between the controllers, though the 
agents may interact with each other. The major ad-
vantage of this architecture over the centralized ar-
chitecture is reduced computational load as the mul-
tiple agent level controllers share the load. However, 
as the individual controllers do not communicate 
among themselves, the coupling between the agents 
is not considered. In a distributed architecture, the 
agent level controllers cooperate by communicating 
among themselves, thus taking care of the coupling/
interactions among the agents. The distributed ar-
chitecture results in a reduced computational over-
head without compromising on the performance. 
Further, the distributed architecture does not suffer 
from the single point failure as in the case of the cen-
tralized architecture and is typically robust to the 
failure of a few individual controllers, provided that 
the multi-agent system itself is robust to failure of 
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Manipulator as a multi-agent system. A se-
rial-link manipulator consists of several links with 
joints that allow motion between them [5]. Apart 
from allowing motion, links also physically interact 
in terms of interactive forces and moments between 
them through these joints. As illustrated in Fig. 2, 
the link (i-1) exerts a force fi and a moment ni on the 
link i. Similarly, the link (i+1) exerts a force -fi+1 and 
a moment –ni+1 on the link i. With these interactive 
forces and moments from connected links, the ith link 
experiences a net force of Fi and a net moment of Ni. 
The actuator applies a moment (or force in the case 
of prismatic joints) about (along) the joint axes Zi. 
We may consider a ‘joint-link pair’ as a subsystem or 
an agent, interacting with other subsystems/agents. 
In this sense, a serial-link robot is a multi-agent sys-
tem. However, unlike in a typical multi-agent system, 
where the coupling between any two agents is at the 
behavioral level, interactions between the agents 
(joint-link pairs) in a manipulator are at the physical 
level. Note that the ith link directly interacts only with 
the neighboring links i-1 (through the joint i) and i+1 
(through the joint i+1). However, interaction of link 
i+2 with i+1 is experienced on the link i through the 
link i+1. In this way, motion of (and the force/torque 
on) every link affects every other link. Such an indi-
rect interaction is also seen in distributed multi-agent 
systems. Direct local interactions lead to interaction 
between every (connected) agent. 

3. 	Computational Cost of Manipulator 
Dynamics

The equation modeling the dynamics of a serial 
link manipulator has the form [5]:

	
τ θ θ θ θ θ= ( ) + ( ) + ( )M C G , 	 (1)

Here, τ is the vector of joint torques with size N X 1; 
M(.) is the mass matrix with size N X N; θ; θ ; and 
θ  are joint angle, velocity, and acceleration vectors, 

respectively, all of size N X 1; C(. , .) is the vector 
involving centripetal and Coriolis accelerations, of 
size N X 1; and G(.) is the vector of gravity terms of 

size N X 1. Here, N is the degrees-of-freedom of the 
manipulator. The standard model-based control law 
is [5]:

	
τ θ θ θ θ θ= ( ) + +( ) + ( ) + ( )M K E K E C Gd V P

  ,
	

(2)

Here, θd is the vector of desired joint angles, E = θd – θ 
is the tracking error, and Kp and Kv are diagonal matri-
ces of controller gains.

The model-based nonlinear control law given by 
Eqn. (2) uses the dynamic model of the manipulator 
for computing the control input. Thus, the compu-
tational cost of the dynamic equations dictates the 
frequency at which the control input can be updated. 
Higher the computational cost, the higher is the com-
putational lead-time. The computational cost asso-
ciated with the dynamic equations of a manipulator 
increases with degrees-of-freedom.

Fig. 3. Variation of number of arithmetic operations 
(shown with dashed line) and total cost of computation 
(shown with solid line) of the dynamic equations of 
a planar manipulator with the degrees-of freedom

We carried out a simple analysis to find out how 
the number of computations and hence the compu-
tational cost depends on the degrees-of-freedom, 
using Maple. We considered planar manipulators 
with degrees-of-freedom from 2 to 6. We used itera-
tive Newton- Euler formulation method to obtain the 
manipulator dynamics using Maple. In computing 
computational cost, we have considered cost of addi-
tion/subtraction as 1 unit. Multiplication operation 
is definitely computationally more expensive than 
addition, though the actual relative cost depends on 
the algorithm used and the processor itself. Here, for 
the purpose of comparative cost analysis, we have as-
sumed that the computation of multiplication opera-
tion is four times as expensive as that of addition. As 
trigonometric terms appear at most twice per degree 
of freedom, in the form of cosine and sine, we have not 
considered them, though they are computationally 
more expensive. The number of arithmetic operations 
and the corresponding cost involved in computation 
of the dynamic equation of a planar manipulator 
with revolute joints for different degrees-of-free-
dom are plotted in Fig. 3. Based on these results, we 

Fig. 2. Connected links exert forces and moments 
through the joints 
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may obtain an empirical relationship for number of 
arithmetic operations (NArith) in the dynamic equa-
tion of a planar manipulator as a function of the de-
grees-of-freedom N as:

NArith = 35.583N4 + 370.5N3 + 1676.9N2 + 3424N + 2605 
(3)

which is polynomial in N.
A similar trend is expected in a general serial ma-

nipulator, or even parallel and hybrid manipulators, 
though the dynamic coupling (between neighboring 
links) effect is the maximum in the case of a planar 
serial manipulator. The computational issues may 
not be very crucial for control of manipulators with 
small degrees-of-freedom or those which can use high 
performance processors for implementation of the 
control law. However, as the degrees-of-freedom in-
creases, particularly in redundant or hyper redundant 
manipulators, higher computational effort may start 
affecting the trajectory tracking performance.

4. 	Distributed Manipulator Control 
Architecture

Now we propose a distributed control architec-
ture as illustrated in Fig. 4 for a manipulator, exploit-
ing the distributed nature of manipulator dynamics 
as discussed earlier. Here, each joint-link agent is con-
trolled by a dedicated joint level controller. While the 
joint-link agents interact directly with neighboring 
agents and indirectly with other agents, the joint level 
controllers interact with the neighboring controllers 
directly in the form of communication and indirectly 
with all other controllers. A class of torque feedback 
based manipulator control schemes [1, 9, 14, 20] has 
distributed architecture discussed here. However, as 
these schemes require torque sensors to measure the 
motor torques at each joint, these are not suitable for 
a large number of existing manipulators which lack 
such a sensing capability.

There has been some attempt in the literature to 
perceive manipulator as a multi agent system. In [18] 
the authors consider a joint-link pair as an agent and 
use the multi-agent system concept for manipula-
tor control. These agents are software agents rather 
than physical agents. Further, this paper addresses 
kinematics rather than dynamic control of the ma-
nipulator. The inverse kinematics problem is solved 
using a distributed architecture that provides input 
to a high-level controller. Bohner et al [2] present 
a reactive planning and control system for redundant 
manipulators. Here a ‘joint-agent’ is responsible for 
planning and controlling the motion of one joint, by 
integrating sensor data, such as tactile sensors. Jia et 
al [12] proposed distributed architecture for a light 
space manipulator. However, they do not consid-
er manipulator dynamics. Tsuji et al [25] presented 
a distributed control for redundant control for redun-
dant manipulators based on a concept of virtual arms. 
Though the authors present control at dynamic level, 

the subsystems here are virtual arms rather than the 
join-link pairs.

Now we provide a simple model-based distributed 
control scheme based on the proposed distributed ar-
chitecture, without use of any additional sensors.

Fig. 4. Distributed manipulator control architecture

A simple distributed control scheme. The mod-
el-based control law given in Eqn. (2) represents 
a control law using the centralized control architec-
ture, where a single central controller computes con-
trol inputs, τi, i=1,…,N, for all the joints. Note that here 
all the variables τ, θ, θ , θ , E, E, etc. are obtained in 
time t. Consider a simple distributed control law [17] 
for the ith joint level controller as:

	
τ θ θ θ θ θi

J

N

ij dj Vj j Pj j i iM K E K E C G= ( ) + +( ) + ( ) + ( )
=
∑

1

  ,

	  
(4)

Here, the index j (or i) is used to indicate the corre-
sponding component of a vector, and Mij is the jth element 
in ith row of M. Note that the Eqn. (4) is the ith component 
of the model-based control law as given in Eqn. (2). Let 
Ki be the ith joint level controller using the control law giv-
en in the Eqn. (4). For the model-based control law given 
in here, we make following observations:
1. 	 The output of each controller Ki is τi, the control 

input to the ith joint. 
2. 	 Controller Ki requires inputs from other joint-

link agents which it may receive through the 
corresponding joint level controllers Kj, j ≠ i.

3.	 The controller Ki is connected to neighboring 
controllers Ki-1 and Ki+1, in the sense that it can 
send and receive signals.

4. 	 Now the adjacency graph of Ki is connected.
5. 	 Thus, the controller Ki can receive (send) signals 

from (to) any controller Kj, j ≠ i through a distributed 
(multi-hop, if required) communication.

6. 	 The adjacency graph formed by the joint level 
controllers is identical to that formed by the joint-
link agents.
Thus, the control architecture, where each joint 

level controller Ki controls the ith joint while obtain-
ing necessary information (such as feedback values 
of joint states and the desired states), from the neigh-
boring joint level controllers has a natural distributed 
architecture, which in fact is the result of the distrib-
uted nature of the manipulator dynamics. As observed 
in Remark 1, the joint level controllers are allowed to 
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communicate directly with the immediate neighbors, 
and as every joint level controller is indirectly connect-
ed to every other controller, the required information 
may be obtained through (multi-hop) distributed com-
munication between the joint level controllers. Hence, 
though the control law corresponding to Ki may contain 
terms corresponding to every joint/link, not only those 
corresponding to the immediate neighboring agents, 
the control scheme based on the Eqn. (4) is naturally 
amenable for a distributed implementation.

Theorem 1. The control law given by the Eqn. (4), 
with positive gains, makes the links of the manipula-
tor whose dynamics is given by the Eqn. (1), follow 
the desired trajectory θd(t), asymptotically.

Proof. The closed-loop error dynamics may be ob-
tained from Eqn (4) and Eqn. (1) as,

	
 E K E K J Nj Vj j Pj+ + ∀ ∈ …1 2, , ,

	  (5) 

Thus, we have Ej → 0, as t → ∞, ∀j ∈ {1,…..,N}, for posi-
tive gains.

Remark 2. Here, the closed-loop error dynamics 
is identical to that obtained using the conventional 
model-based control scheme given by Eqn. (2). This 
is not surprising for two reasons. First, the joint level 
controllers Ki and the distributed control scheme 
presented here are based on the control laws given 
in Eqn. (4), which itself is based the control law given 
in Eqn. (2). Second, any control law that cancels the 
nonlinear and coupled dynamics using feedback, 
or in other words, achieves feedback linearization, 
should result in linear decoupled closed-loop error 
dynamics as given in Eqn. (5). The contributions here 
are: identifying a  natural distributed nature of the 
model-based control law given in Eqn. (2), presenting 
a control scheme that is amenable for implementation 
in the distributed control architecture, and obtaining 
feedback linearization leading to guaranteed state 
independent trajectory tracking performance, unlike 
the decentralized (or independent joint) control 
schemes presented in the literature.

Remark 3. The distributed control scheme given by the 
Eqn. (4) is only a simple example of a control scheme/
law that can be implemented in the proposed distrib-
uted manipulator control architecture. In principle, 
several model-based control schemes may be designed 
within the proposed distributed architecture.

Distribution effectiveness. The main objective 
of the distributed control law for a manipulator being 
reduction in the cost of computation involved in the 
control law, we define a quantity known as distribu-
tion effectiveness. Let CTi be the computational cost 
associated with the ith joint level controller, and CTc be 
that associated with the corresponding centralized 
controller. Now we define the distribution effective-
ness for N degree of freedom robot as

	 ηd
TC

i Ti

C N
C

=
( )
/

max 	 (6)

In an ideal situation, when the computation is distrib-
uted uniformly among the individual controllers, we 
get ηd = 1.

5. 	Discrete-Time Implementation: Effect 
of Time

The model-based (centralized) control law as given 
in Eqn. (2) is in continuous time domain. However, in 
reality, this control law is realized in discrete time. The 
model-based control law in discrete time is given by

	

τ θ θ

θ

t M t T t T K E t T

K E t T C t T

d d d V d

P d d

( ) = −( )( ) −( ) + −( )
+ −( ) + −( )

(

,

 

θθ

θ

t T

G t T

d

d

−( )( )
+ −( )( ) 	

(7)

Where, Td is the time delay introduced due to the 
sampling time Td. The sampling time depends on the 
time required to compute the control law Eqn. (7), 
along with any other processing required. Note that 
with the discrete control law given in Eqn. (7), feed-
back linearization is not achieved. We can achieve the 
feedback linearization only when Td = 0. However, due 
to the continuity of the dynamics of the manipulator 
and the model-based control law, tracking perfor-
mance is expected to degrade gracefully with increas-
ing Td. Now consider the discrete-time distributed 
control law based on that given in Eqn. (4),

	

τ θ θi
J

N

ij d
d

dj d
d

Vj j d
d

Pj j

t M t T t T

K E t T K E

( ) = −( )( ) −( )

+ −( ) +
=
∑

1

( 

 tt T

C t T t T G t T

d
d

i d
d

d
d

i d
d

−( )
+ −( ) −( )( ) + −( )( )θ θ θ, 

	
(8)

Here, Tdd  is the time delay (due to sampling time) 
in the discrete time distributed model-based control 
law. Note that it is expected that Tdd  < Td as the com-
putational effort associated with the control law is 
now shared among the individual controllers. Hence, 
it is expected that the trajectory tracking performance 
of manipulator with the discrete time distributed 
model-based control law (8) is superior to that with 
the centralized, discrete-time model-based control 
law given in Eqn. (7).

6. 	Distributed Control for a 3R Planar 
Manipulator

Now we shall illustrate the control scheme given 
by Eqn. (4) implemented in the proposed distrib-
uted control architecture using a simple 3R planar 
manipulator. We consider a 3R planar manipulator 
for several reasons. First, most manipulators use 



34

Journal of Automation, Mobile Robotics and Intelligent Systems VOLUME  14,      N°  1      2020

Articles34

revolute joints, which result in nonlinearities and 
dynamic coupling. Second, a serial-link planar ma-
nipulator has maximum dynamic coupling between 
its links. Third, it is a simplest (in terms of degrees 
of freedom) manipulator with at least one interme-
diate link, and fourth, it is a simplest (in terms of 
degrees-of-freedom) redundant manipulator (con-
sidering only tool position in a plane without con-
sidering its orientation). 

Figure 5 shows the block diagram of the control 
law (Eqn. (4)) implemented in the proposed distrib-
uted architecture. The communication links, along 
with the information exchange between the neighbor-
ing controllers are also shown. 

Fig. 5. Block diagram of the proposed model-based 
control of a 3R planar manipulator in the proposed 
distributed architecture

The ith joint level controller Ki receives the desired 
trajectory (θid; θid ; θid) and the actual (or the current 
values of) (θi; θi ; θi ) in the form of sensory feedback, 
as inputs, and computes the control input τi as giv-
en by the control law (4), for the ith joint. Control-
lers communicate the values of corresponding joint 
variable (feedback) and desired joint variable (along 
with necessary derivatives not shown in the figure), 
that they received, to the immediate neighbors. The 
intermediate controller K2 communicates the values 
of θ1 (feedback it received via K1, along with its first 
and second derivatives) and θ1d (desired value it re-
ceived via K1) to K3, and the values of θ3 (feedback it 
received via K3, along with the first and second de-
rivatives) and θ3d (desired value it received via K3) 
to K1. Now with this distributed multi-hop commu-
nication between the individual joint level control-
lers, each of them has all the necessary information 
to compute the corresponding control law. Finally, 
the controller Ki provides the control input τi to the 
ith joint (the ith joint-link agent) using Eqn. (4) or (8).

Remark 4. The control scheme provided in Fig. 5 
may be implemented in hardware. The joint level con-
trollers may be implemented on an embedded hard-
ware with a provision for necessary communication 
between them. In the case of distributed control of 
a manipulator, unlike in a typical multi-agent/robotic 
system, it is possible to use wired communication be-
tween the joint level controllers. However, a detailed 

discussion on the hardware implementation is be-
yond the scope of this paper.

Computational cost and distribution effective-
ness. Table 1 shows the number of addition (NA), 
multiplication (NM), along with the corresponding 
computational cost and the total computational 
cost (CT) of computing dynamics at each joint lev-
el. We obtain a distribution effectiveness of 0.66 in 
this case, as against an ideal value of 1. The max-
imal computational cost with the distributed im-
plementation now reduces from 944 units to 480 
units, that is about 50% of the cost of centralized 
implementation. This implies that the sampling 
time of a discretized implementation of the con-
trol law in the distributed architecture is about half 
that of the centralized architecture. If the compu-
tational load were distributed equally among the 
joint level controllers, then the computational cost, 
and hence the sampling time, with the distributed 
implementation would have been 33% of that with 
the centralized implementation. Thus, though the 
model-based control law implemented in both cen-
tralized architecture (Eqn. (2)) and the proposed 
distributed architecture Eqn. (4) are theoretically 
identical, in reality, when the control law is imple-
mented in discrete time, the trajectory tracking 
performance with the control law in distributed 
architecture is expected to be superior compared 
to that with the centralized architecture as Tdd  = 
0.5Td. If we carefully design the distributed control 
law such that ηd = 1, then we obtain Tdd  = 0. 33Td, 
the least possible sampling time. As shown in Table 
2, the distribution effectiveness θd improves with 
degrees-of-freedom of the manipulator. It may be 
observed that manipulator control in the distrib-
uted architecture is more useful for the higher de-
grees-of-freedom manipulator due to higher com-
putational cost of the centralized control law and 
better distribution effectiveness.

Tab. 1. Number of additions (NA), multiplications (NM), 
corresponding costs (CA;CM), and the total cost (CT), 
involved in computation of the dynamics at each joint

Link# NA NM CA CM CT

1 64 104 64 416 480

2 50 78 50 312 362

3 14 22 14 88 102

Total 128 204 128 816 944

Tab. 2. Distribution effectiveness with the degrees-of-
freedom of planar manipulators

DOF 2 3 4 5 6

ηd 0.64 0.66 0.69 0.72 0.75
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Remark 5. We may observe that the distributed 
control scheme based on Eqn. (4) presented here is 
based on the identification of a  natural distributed 
nature of the manipulator dynamics itself and that 
of the model-based control law (2). The reduction in 
computational lead-time with the distributed control 
scheme is achieved purely because of the distribution 
of the computational effort among the joint level con-
trollers, rather than the program optimization or op-
eration optimization techniques that are used at the 
algorithmic level.

Tab. 3. Terms appearing multiple times in 3R 
manipulator dynamic equation

Sl.No Repeating terms Joint1 Joint2 Joint3

1 − +l s g1 1
2

1
θ 9 7 2

2 l C g1 1
θ + 10 7 2

3 − +l2 1 2
2( ) θ θ 4 3 1

4 l2 1 2
 θ θ+( ) 5 4 1

5 l2 1 2 3( )  θ θ θ+ + 2 2 1

6 − + +l3 1 2 3
2( )  θ θ θ 1 1 0

Reducing computational cost. With careful obser-
vation, we can identify several repetitive terms in the 
dynamics of a  3R planar manipulator. Such repetitive 
terms are shown in Table 3 along with the number of 
repetitions. For example, the term ( )− +l s g1 1

2
1

θ  repeats 
ten times in the equation corresponding to the first joint, 
seven times in that corresponding to the second joint, 
and twice in that corresponding to the third joint.

Tab. 4. Number of addition and multiplication, 
corresponding computational cost after avoiding 
repetitive computation of terms shown in Table 3

Link ID NOA NOM CA CM CT

1 30 40 30 160 190

2 24 32 24 12 152

3 6 8 6 32 38

Total 60 80 60 320 30

Now if we compute each of the terms that are 
listed in Table 3 only once, we may further reduce 
the computation cost associated with dynamics, and 
hence, that of the control law, at each joint. Note that 
this reduction is achieved without neglecting any of 
the terms. Table 4 shows the number of addition, mul-
tiplication, along with the corresponding computa-
tional cost and total computational cost of computing 
dynamics at each joint level after this refinement. It 
may be observed that the computational cost at each 

joint level is now reduced by about 60% compared to 
that shown in Table 1. However, the distribution ef-
fectiveness ηd = 0:66 even in this case, indicating that 
this exercise of reducing computations by avoiding re-
peated computation of certain repetitive terms does 
not affect how the computation load is shared among 
the individual controllers.

Remark 6. Apart from the reduction in computa-
tional overhead due to the natural distribution of the 
computational effort among the joint level control-
lers, we have achieved further reduction in the com-
putational load here by identifying repetitive terms 
in the manipulator dynamics/control law. As demon-
strated by the fact that the distribution effectiveness 
is unaffected by this exercise, this process of reduc-
tion in computational load is independent of the dis-
tributed property of the manipulator dynamics or the 
proposed distributed control scheme. 

7. Results and Discussion
In this section, we present results of simulation 

experiments carried out in Matlab to illustrate and 
compare the trajectory tracking performance of the 
proposed control scheme with a simple decentralized 
PID control scheme. We also provide a discussion on 
the comparison of the proposed control scheme with 
that of the decentralized control schemes in general.

Simulation results. First, we present the results 
of simulation experiments. We have simulated the 
proposed distributed control scheme for a 3R planar 
manipulator using Matlab/Simulink. We considered 
a manipulator with m1 = 10kg, m2 = 10kg, and m3 = 
10kg, and l1 = 5m; l2 = 6m, and l3 = 5m. We considered 
a sinusoidal trajectory as the desired trajectory to be 
followed by each of the joints.
Figures 6(a)-(c) show the trajectory tracking 
performance of the first, second, and third joints of 
the manipulator with the decentralized PID controller. 
Figures 7(a)-(c) show the trajectory tracking 
performance of the first, second, and third joints of the 
manipulator with the proposed distributed control. It 
can be observed that all the joints successfully track 
the respective desired trajectories with the proposed 
distributed controller. Though the performance with 
the decentralized PID control may be improved by 
tuning the controller gains, as observed earlier, due 
to the nonlinear nature of the manipulator dynamics, 
the performance level cannot be guaranteed to be 
uniform across the state-space. As expected, it was 
observed during the simulation experiments that the 
trajectories obtained with the proposed distributed 
control scheme were identical to that obtained with 
the centralized model-based control scheme. 

Distributed vs decentralized schemes. Now we pro-
vide an informal discussion comparing the proposed 
distributed (or centralized) control scheme with the 
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decentralized control scheme in general. The indepen-
dent joint PID controller is probably the simplest con-
trol scheme reported in the literature in the decentral-
ized control architecture. Each of such schemes leads 
to different trajectory tracking performance, which is 
expected to be better than that with the independent-
joint PID control scheme. However, when the system 
model is fully available, it has been established theoret-
ically that the trajectory tracking performance with the 
model-based nonlinear control is superior to that with 
any other control scheme which does not consider the 
model fully, particularly the coupled dynamics. In the 
case of control schemes in decentralized architecture 
inspite of using adaptive control or other techniques 
to account for unmodelled dynamics, there is no provi-
sion for accounting for the coupling dynamics between 
the links. Apart from this theoretically established fact 
of resulting in an inferior trajectory tracking perfor-

mance compared to that with the model-based control 
(centralized or distributed), the decentralized control 
schemes proposed in the literature (unlike the simple 
independent joint PID scheme) may not be computa-
tionally very inexpensive.

Thus, we may observe that though the decentral-
ized schemes reported in the literature may have mar-
ginally lower computational overhead as compared to 
the proposed model-based control in the distributed 
architecture, their trajectory performance is expected 
to be inferior, at least in a theoretical sense and ideal 
situations, to that with the distributed scheme pro-
posed in this work.

(a)

(b)

(c)

Fig. 7. Trajectory tracking performance of a) first, 
b) second joint, and c) third joint, of a 3R planar 
manipulator with the proposed control scheme 

Though we consider the manipulator dynamics is 
known completely in this work, it may not be the case in 
reality. When the model is not known exactly, it is possi-
ble to use techniques such as adaptive control within the 
distributed control architecture. However, the focus of 
this paper is on control schemes implemented in a dis-
tributed architecture and establishing equivalence of 
the centralized and distributed architecture.

(a)

(b)

(c)
Fig. 6. Trajectory tracking performance of a) first, 
b) second joint, and c) third joint, of a 3R planar 
manipulator with independent joint PID controller 
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8. 	Conclusion
We proposed a distributed model-based control 

architecture for a manipulator. The classical mod-
el-based control law was used to demonstrate the 
proposed architecture by implementing it in a dis-
tributed manner. The distributed control scheme pro-
vided was shown to lead to a stable, linear, decoupled, 
second order error dynamics. The trajectory tracking 
performance with the proposed distributed mod-
el-based control scheme was observed to be identical 
to that with the centralized model-based control un-
der ideal conditions. Further, with the proposed con-
trol scheme, the computational lead-time is shown to 
reduce considerably by distributing the computation-
al effort among the individual controllers. This reduc-
tion in computational lead-time in turn was observed 
to improve the tracking performance when the con-
trol law is realized in discrete time. In contrast to the 
decentralized or independent-joint control schemes 
reported in the literature, the coupling dynamics are 
not neglected in the proposed distributed control 
scheme. Simulation results using Matlab were provid-
ed to demonstrate that the tracking performance of 
a 3R planar manipulator with the proposed distrib-
uted model based control scheme is superior to that 
with the decentralized PID control scheme.

A detailed comparison of the proposed distributed 
model-based control scheme with the decentralized 
control schemes presented in the literature in terms 
of the tracking performance and the computational 
time will be very useful. Some of the other directions 
for future work include design of distributed controller 
schemes to achieve a better distribution of the compu-
tational load, thereby improving the distribution ef-
fectiveness, and hence, reducing the computation lead 
time, devising a formal methodology for the design of 
the distributed control for a general serial link robot, 
experimental verification of the control scheme, etc.
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