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Abstract:
The ar�cle presents a control algorithm of a robo�c ma�
nipulator used as the main component of a system for
a remote noninvasive medical ultrasound e�amina�on.
This algorithm has been developed within the ReMeDi
�RemoteMedical Diagnos�cian� pro�ect. �t the beginning
of the ar�cle, the manipulator �inema�cs, its mechanical
construc�on and the control system structure as a part
of the telemanipula�on system is shown. The essen�al
components of the control system are discussed in detail.
Then problems and solu�ons connected with the genera�
�on and conversion of the posi�on and orienta�on of the
reference signals are presented. Finally, the results of the
evalua�ons with users are discussed.
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�� ��trod�c�o�
The demographic development of modern socie-

ties, characterisedby increase in thenumber of elderly
people, drives up the demand for specialised medical
care and for advanced diagnostic facilities. Unfortuna-
tely, primary healthcare centres and provincinal hos-
pitals in most countries, especially developing ones,
usually lack such facilities and do not always provide
specialised services because of a lack of physicians.
Shortage of quali�ied specialists often leads to misdi-
agnosis, which can cause further deterioration in pa-
tient’s health, or even lead to demise. Such circum-
stances provide an incentive for the development of
many types of telemedicine-related services, ranging
from telerehabilitation [22], teledentistry [10], etc. to
telesurgery [28]. Medical robots are successfully em-
ployed in numerous telemedicine systems. The most
technologically advanced and best known are surgical
robots [19,30].

Successful medical treatment normally depends
on a timely and correct diagnosiswhich is crucial in ty-
pical emergency situations. Amedical specialist needs
some time to get to a patient from home or another
hospital. If a doctor could perform diagnosis remotely
and make a decision about surgical intervention, the
hospital staff could use the time duringwhich the doc-
tor is travelling and prepare the patient. In order to
help in such situations, a number of telerobotic sys-
tems were developed. Currently researchers work on
newer, more advanced and universal solutions. Some
of them reached the level of commercial products,
e.g. VGO [4] used for medical teleconsultation, MEDI-

ROB [2] for echocardiography examination and ME-
LODY [1] for abdominal ultrasonography. To the best
knowledge of the authors, there are currently no devi-
ces allowing a complete remote medical examination
(i.e. interview, auscultation, palpation and USG exami-
nations) and diagnosis based on contemporary medi-
cal standards, apart from the ReMeDi [3] system.

The Remote Medical Dignostician (ReMeDi) is a
multifunctional robotic system which allows to per-
form a real remote physical and ultrasonographic
(USG) examination [6,21,27]. The �irst version of this
system was designed and made during the ReMeDi
project [3] funded by the European Union’s Research
and Innovation 7th Framework Programme (EU FP7).
Nowadays system is developed within project: ”Rese-
arch and innovation” activity 1.2 RPO WL 2014-2020
funded by Lublin Enterprise Support Agency.

The ReMeDi system is a typical teleoperation sy-
stem, which basic principle of work is illustrated in
Fig. 1. It can be seen as two subsystems, physically spa-
ced apart. The �irst one, called ReMeDi Robot, is lo-
cated on the patient’s site (in a provincinal hospital
or medical centre) and the second, called DiagUI (Di-
agnostician User Interface), is on the doctor’s site (in
another hospital or doctor’s home). The doctor plays
the role of operator and the system enables him to
carry out remote medical examination of the patient
in the way that is essentially similar to the traditio-
nal examination. During the examination doctor mo-
ves and rotates a dummy USG probe held in the palm.
The dummy probe constitutes the top part of a hap-
tic interface (see left part of Fig. 1). It allows to gene-
rate and send position and orientation demands for
the real USG probe, which examines the patient. In or-
der to obtain the right ultrasound image, doctor has to
properly position the real probe on the patient body.
This is possible, because the real probe is the end ef-
fector of the manipulator �ixed to the mobile ReMeDi
robot (see right part of Fig. 1) and follows the requi-
red movements. At the same time, the forces acting
on the ultrasound probe should be conveyed to the
dummy probe via the haptic interface so that the doc-
tor can feel the stiffness and the geometry of the pa-
tient’s body. The use of a fairly advanced vision sy-
stem allows the doctor to observe the patient’s body
and the real probe online. The medical interview with
the patient is performed by the doctor due to the in-
tegration of the teleconferencing system on both sites
of the ReMeDi system. All measurement, control and
audio-video signals are transmitted via the Internet.

Ultrasound examination is one of the most fre-
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Fig. 1. ReMeDi system overview

quently used diagnostics methods, as well as it provi-
des the most specialist diagnostic information during
medical emergencies. From the teleoperation point of
view it is the most complex and complicated part of
a remote medical examination. The key in the imple-
mentation and realisation of this examination is the
use of a robot with a manipulator. The robotic soluti-
ons for tele-echography proposed in the literature can
be divided into two groups. The �irst group [1,5,9,13]
addresses relativelly small andportablemanipulators,
usually intended for dedicated type of the USG exami-
nation. They allow the doctor to perform only small
transitions and rotation of the USG probe in the re-
gion where assistant placed and held them. In the se-
cond group [11,12,16,18,24], independent robots are
equipped with manipulators (usually anthropomor-
phic) which allows the physician to perform full cont-
rol of the probe position and orientation. The ReMeDi
arm mechanics and control system were designed to
give the physician the operational ability addressed by
the second group. Due to the fact that it performs ma-
nipulations in a direct contact with the patient’s body,
it should be safe, which is facilitated by reliability, sta-
bility, low stiffness and low mass of the manipulator.
Unfortunately, the requirements of the user (physi-
cian) are slightly different. He would like the requi-
red position and orientation of the probe to be accu-
rately reproduced (without inertia and drift). In addi-
tion, he would like to be able to feel the touch and ri-
gidity of the patient’s body as much as possible (high
stiffness of the manipulator is required). In this con-
nection,while designing theReMeDi robot and its con-
trol system, compromise solutions were used, which
took into account the above mentioned issues.

There is a quite wide variety of control system ar-
chitectures dedicated for manipulators used in tele-
echography research. Most of them is based on classi-
cal manipulator control architecture with inner posi-
tion [17] or velocity [16,31] control loop (usually with
PID controller) at joint level. Joint references are com-
puted in outer loop, which performs Cartesian cont-

rol through velocity based (less often position based)
inverse kinematics. Mathiassen et al. [16] propose to
control the manipulator implementing a compliance
force control algorithm before velocity based inverse
kinematics. The robotic tele-echography system deve-
loped by Koizumi et al. [12] uses impedance control
at Cartesian position control level. While the orienta-
tion is controlled directly with the use of continuous
path controller [11]. More advanced and complica-
ted control architecture dedicated for robotic-assisted
tele-echography manipulator was developed by Luıs
Santos and Rui Cortesao. In [23] they applied indi-
rect force control (admittance control) for Cartesian
motion control loop to establish the contact dynamics
between the echographic probe and the patient. The
orientation is controlled without the admitance cont-
rol loop. Additionally, themotion controller has a velo-
city model-reference adaptive control (AOB) in the
joint space level, drivenby task space posture errors. A
two-task hierarchy architecture with posture optimi-
zation is proposed in [24], where Cartesian force con-
trol is the primary task, orientation control is the se-
condary task, and posture optimization is performed
in the null space of all prioritized tasks.

This paper focuses on the challenges related to the
design of the control system of the ReMeDi manipula-
tor which allows a doctor to carry out remote medical
examination, including auscultation and different mo-
des of an ultrasonographic examination. In section 2 a
general overview of ReMeDi telemanipulation system
is presented. This section outlines the construction
and kinematics of the manipulator as the most impor-
tant parts of the telemanipulation system. In section 3
themanipulator control system structure and its com-
ponents are discussed in detail. Algorithms that ge-
nerate position and orientation reference signals ba-
sed on the received demands from the Master side are
shown in section 4. Finally, some results of users eva-
luation are discussed in section 5.
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2. ReMeDi �eleopera�on S��te�
The ReMeDi system employs bilateral teleopera-

tion architecture, which general scheme is shown in
Fig. 2. It has a classical structure [14, 20] with such
components as: Doctor, Master, Communication chan-
nel, Slave and Environment – mainly the Patient’s
body.
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Fig. 2. �t���t��e �� t�e �e�e�� ����te��� te�e��e�����
system

The main system components: Master – the hap-
tic interface and Slave – the ReMeDi robot manipu-
lator are presented in Fig 3. Since these components
are separated in their location, they have to exchange
information (i.e. actual master input device: position
xm ∈ R3, velocity ẋm ∈ R3, orientation angles φm ∈
R3 and forces f s ∈ R3 measured on the slave side)
in real time, over the Communication channel (Inter-
net) at quite considerable distances. The system fea-
tures such undesired phenomenon as variable com-
munication latencies, which are discussed in [7, 14].
In order to cope with this issue, the communication
channel was equipped with wave variable algorithms.
This solution is described in more detail in [14]. The
transmitted signals f s, xm, ẋm and φm can be distur-
bed in the communication channel and therefore they
are represented by the following symbols: f ∗s , x∗m, ẋ∗m
andφ∗

m ∈ R3 on the opposite side.

2.�. Ma�ter – �ap�� �nter�a�e
The haptic interface (see Fig. 3a) is the core of the

Master component. It consists of a pure 3D translati-
onal manipulator built as a motorised parallel robot
with delta type kinematics [8]. It is used as a transla-
tion input device. Apassive3DoFmechanism ismoun-
tedwith a dummyUSG probe at the top of the delta ro-
bot. Its range of motion corresponds to the hand mo-
vement pivoting at the wrist and plays the role of an
orientation input device.

The haptic interface is controlled by the force con-
troller, designed and deployed by PERCRO Lab [29].
The force controller computes the values of torques
for each actuated joint of the delta robot as the sum of:
the torques corresponding to the gravity and friction
compensation of the haptic interface and the torques
corresponding to force f s, which is acting on the real
probe as a reaction to patient’s body touch. It is a re-
alisation of the force feedback and allows to produce
true-to-life touch sensations on the doctor’s hand. As
an effect of exertion of force f h ∈ R3 by the doctor to
the translation input device, the dummy probe moves

Dummy 
USG
probe

xm
ym
zm Om

xmo ymo

zmo

Omo

xso
yso

zsoUSG 
probe

Stereo 
cameras

Oso

ys
xs zsOs

a) b)

Fig. 3. �e�e�� te�e��e����� system ��m���e�ts
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over distance represented by the change of position
signal xm. The actual values of the signal xm are cal-
culated according to rules described in [8] based on
the values of the delta robot joints angles, measured
by encoders. They are used as reference values for the
position control of the real probe.

The values of the joint angles φm read from enco-
ders mounted on each joint of the orientation input
device are used as reference values for control of the
orientation of the ultrasound probe.

All of the measured vectors of Cartesian positions
xm, velocities ẋm and Euler anglesφm of the tip of the
dummy probe are expressed in the master base coor-
dination frameOmo − xmoymozmo , shown in Fig. 3a.

2.2. Slave – ReMeDi Manipulator
The Slave component is based on a 7DoF human-

sized manipulator mounted on the left side of the Re-
MeDi robot (see Fig. 3b). Several requirements were
stated for the development of the ReMeDi arm in [15,
21, 27]. From the kinematics point of view, the most
important is, that the arm should allow to perform all
the typical echocardigraphy and abdominal USG exa-
minations. To achieve this goal, the manipulator pla-
ced on the patient’s site has to reveal similar physical
characteristics to the human arm, so that the doctor
can drive it as he wouldmove his own arm duringme-
dical examination. According to [26], analysis of hu-
man arms reveals, that the minimum number of DOFs
used for their reproduction is 7. The resulting design
of the ReMeDi manipulator, shown in Fig. 4a, was per-
formed by the ACCREA Engineering company.

The manipulator consists of: two rotational joints,
�irst at the torso (turntable) and second at the elbow,
two spherical joints with 2 DoFs at the shoulder and
the wrist, and one additional, rotational joint at the
probe (end-effector). The Denavit-Hartenberg para-
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meters for the manipulator are listed in Table 1, the
corresponding set of frames is shown in Fig. 4b.

Tab. 1.Manipulator Denavit-Hartenberg parameters

Joint Link Link Link Joint
no offset twist length angle

ai [m] αi [rad] di [m] qi [rad]
1 0.0 π/2 0.35 q1
2 0.0 −π/2 -0.26 q2
3 0.4 π/2 0.0 q3
4 0.0 π/2 0.0 q4 + π/2
5 0.0 −π/2 0.32 q5
6 -0.115 π/2 0.0 q6
7 0.0 0.0 0.03 q7

The ReMeDi arm is redundant and reaches 1m in
length. Its kinematic structure is optimal in the sense
of size/workspace relation so that the probe is capa-
ble of reproducing every doctor’s movement perfor-
med during all the required USG examinations.

Relative to the patient’s body, the manipulator
is rigid. It is built with the use of aluminium/steel
construction elements and typical electro-mechanical
components like: DC motors with harmonic gears and
incremental encoders mounted on the shaft. Themax-
imal contact force, which could be generated at the
probe tip is 40 N.

The hardware layer of the ReMeDi arm control sy-
stem isbasedonaPCcomputerwith a real-timeopera-
ting system and a specialised, digital unit, called Joint-
sController, manufactured by the ACCREA Engineer-
ing. Thus the deployment of the control system (arm
control algorithms) is distributed between the two al-
ready mentioned hardware components. In general,
this control system realises position control strategy.
The ReMeDi arm control strategy and its particular
control system components are presented in details in
section 3.

In order to provide force feedback to the haptic in-
terface, the arm is equipped with a dedicated custom
built six-axis force/torque sensor (fts) mounted in se-
ries betweeen the last joint of the arm and the probe
mounting mechanism.

The end-effector pose ξs (i.e. Cartesian position
xs ∈ R3 and orientation matrix Rs ∈ R3x3) and me-
asured by fts and transformed to the tip of the real
probe (see Fig. 4a ): forces f s and torques µs are ex-
pressed in the slave base coordination frame Oso −
xsoysozso , shown in Fig. 3b.

3. Manipulator Control System
The architecture of the ReMeDi arm control sy-

stem is an evalution of the previouswork [26]. The ge-
neral block diagram of this architecture is presented
in Fig. 5. From the point of view of the position and
orientation control strategy, it has a cascaded struc-
ture, composed of twoparts. The internal loop, formed
by the two blocks: ReMeDi Arm and Position Controller
is used to control the position and orientation of the
arm in joint space, i.e. it tracks the reference trajectory
qsd ∈ R7 by the vector of the actual joint position va-
lues qs ∈ R7. The external loop serves the realisation
of the control algorithms in the task space. This part
consists of the Demanded Velocity Vector Calculation
and Admittance Control, an integrator and IK-Inverse
Kinematics blocks. The FK - Forward Kinematics block
is used to calculate the actual ξs and demanded ξsd
end-effector pose based on the measured qs and desi-
red qsd position values of the arm joints. There is one
additional, very important block, which manages the
ReMeDi arm controller - Arm Control SystemManager.
Themain part of the Position Controllerwas physically
implemented in JointsController (see Fig. 6). The al-
gorithms, which realise the functionalities of all other
blocks are executed under the real-time systemof a PC
based controller.

The communication between the PC and Joint-
sController is realised through an ethernet connection
with UDP protocol.

3.1. �osi�on Controller
The Position Controller implements seven inde-

pendent joint position control systems. Each of these
systems has a form of position-velocity-torque cas-
cade control structure, presented in Fig. 7. Every con-
trol loop, shown there, is a PID-based control algo-
rithm, that causes the tracking of the demanded po-
sition value qisd by the actual position value qis of i-th
joint.

The torque control loop is performed by DC mo-
tor servo controllers (current controllers - parts of DC
Drives). The velocity and position control loops are
implemented in the main motion controller (MMC)
- part of JointsController (see hardware architecture
shown in Fig. 6). JointsController is a hierarchical,
multichip controller, which supports all seven DC dri-
ves, i.e. counts impulses from incremental encoders
by the quadrature encoders (encoder interfaces built
on the basis of seven STM32F1 microcontrollers) and
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sends demands to current controller from the MMC
via an RS485 interface. The MMC is a microcontrol-
ler STM32F407VG loaded with a program, which per-
forms four basic tasks:
- communication with the higher-level controller (PC
based controller) through the Ethernet,

- communication with DC drive power units through
UART,

- acquisition of data from encoder interface modules
through SPI ,

- execution (with 1 kHz) of the above-mentioned
position-velocity control loops togetherwith gravity
and static friction compensation algorithms.
The gravity compensation algorithm results in cor-

rection of the torque signal τisc by torque τisg (see
Fig. 7) obtained from the gravity model of the mani-
pulator. Since harmonic gears are parts of the mani-
pulator drives, the control quality is signi�icantly im-

pactedby their static friction. In order to eliminate this
issue, a static friction compensation algorithm was
used. This algorithm is based on the principle of a re-
lay with hysteresis. The sign of the compensation tor-
que τisf depends on the sign of the demanded velocity
signal for the velocity control loop. The change of the
τisf signal sign is not affected by the change of the de-
manded velocity value if the demanded velocity value
is less than the arbitrarily chosen velocity threshold.
The value of τisf equals the experimentally identi�ied
value of the drive static friction.
�.�. �n�er�e �ine�a�c�

The values of the desired joint positions qsd for the
position control loop (see Fig. 5) result from the in-
tegration of the reference joint velocities q̇sd ∈ R7.
The velocity vector q̇sd is calculated by the Inverse
Kinematics block from the arm end-effector desired
velocity vector Ẋsd ∈ R6. The vector Ẋsd = [ẋsd,ωsd]
consists of two vectors: the desired linear ẋsd ∈ R3

and desired angular ωsd ∈ R3 velocities, expressed
with respect to the base frame Oso − xsoysozso pre-
sented in Fig. 3b.

Since the manipulator forms a redundant kinema-
tic chain, to solve the inverse kinematics problem a
pseudoinverse control algorithm [26] is used:

q̇sd = J#s Ẋsd + [I − J#s Js]q̇sd0, (1)

where: J#s is a Moore–Penrose pseudoinverse of the
arm Jacobian Js ∈ R6x7, q̇sd0 ∈ R7 is an arbitrary va-
lue of the joint velocity vector.
�.�. �e�an�e� �elocit� �ector Calc�la�on an� ���it�

tance Control
In order to improve the contact stability and to

avoid large contact forces, the arm should be compli-
ant. Since the arm is designed as a mechanically stiff
structure, it is necessary to apply a compliant cont-
rol algorithm - admittance control. The implemented
admittance control algorithm is based on the force-
torque hs = [f s,µs] ∈ R6 measurement recalculated
to the end-effector tip. Regarding the algorithm pre-
sented in [23] and [24] not only the translational mo-
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sends demands to current controller from the MMC
via an RS485 interface. The MMC is a microcontrol-
ler STM32F407VG loaded with a program, which per-
forms four basic tasks:
- communication with the higher-level controller (PC
based controller) through the Ethernet,

- communication with DC drive power units through
UART,

- acquisition of data from encoder interface modules
through SPI ,

- execution (with 1 kHz) of the above-mentioned
position-velocity control loops togetherwith gravity
and static friction compensation algorithms.
The gravity compensation algorithm results in cor-

rection of the torque signal τisc by torque τisg (see
Fig. 7) obtained from the gravity model of the mani-
pulator. Since harmonic gears are parts of the mani-
pulator drives, the control quality is signi�icantly im-

pactedby their static friction. In order to eliminate this
issue, a static friction compensation algorithm was
used. This algorithm is based on the principle of a re-
lay with hysteresis. The sign of the compensation tor-
que τisf depends on the sign of the demanded velocity
signal for the velocity control loop. The change of the
τisf signal sign is not affected by the change of the de-
manded velocity value if the demanded velocity value
is less than the arbitrarily chosen velocity threshold.
The value of τisf equals the experimentally identi�ied
value of the drive static friction.
�.�. �n�er�e �ine�a�c�

The values of the desired joint positions qsd for the
position control loop (see Fig. 5) result from the in-
tegration of the reference joint velocities q̇sd ∈ R7.
The velocity vector q̇sd is calculated by the Inverse
Kinematics block from the arm end-effector desired
velocity vector Ẋsd ∈ R6. The vector Ẋsd = [ẋsd,ωsd]
consists of two vectors: the desired linear ẋsd ∈ R3

and desired angular ωsd ∈ R3 velocities, expressed
with respect to the base frame Oso − xsoysozso pre-
sented in Fig. 3b.

Since the manipulator forms a redundant kinema-
tic chain, to solve the inverse kinematics problem a
pseudoinverse control algorithm [26] is used:

q̇sd = J#s Ẋsd + [I − J#s Js]q̇sd0, (1)

where: J#s is a Moore–Penrose pseudoinverse of the
arm Jacobian Js ∈ R6x7, q̇sd0 ∈ R7 is an arbitrary va-
lue of the joint velocity vector.
�.�. �e�an�e� �elocit� �ector Calc�la�on an� ���it�

tance Control
In order to improve the contact stability and to

avoid large contact forces, the arm should be compli-
ant. Since the arm is designed as a mechanically stiff
structure, it is necessary to apply a compliant cont-
rol algorithm - admittance control. The implemented
admittance control algorithm is based on the force-
torque hs = [f s,µs] ∈ R6 measurement recalculated
to the end-effector tip. Regarding the algorithm pre-
sented in [23] and [24] not only the translational mo-
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tion is modi�ied by admittance controller but the ro-
tational (orientation) as well. The desired position or
the velocity vector is corrected by its displacement or
velocity respectively, calculated from the impedance
equations [26] for translational and rotationalmotion:

f s = M ẍdc +Dẋdc +Kxdc, (2)
µs = Moω̇dc +Doωdc +Koεdc, (3)

where: ẍdc, ẋdc, xdc ∈ R3 are translational accelera-
tion, velocity and displacement, ω̇dc,ωdc, εdc ∈ R3

are angular acceleration, velocity and displacement,
M,Mo, D,Do,K,Ko are inertia, damping and stiff-
ness positive scalar parameters chosen experimen-
tally (M=4kg,D=63Ns/m,K=500N/m,Mo=0.04kgm2,
Do=1.3 Nms/rad, Ko=10 Nm/rad). This algorithm es-
tablishes a virtual mass-spring-damper system on the
end-effector so that the arm becomes compliant.

Together with the admittance control, a 2nd order
low-pass �ilters for translational and rotational mo-
tion:

1

(2πf c)
2
ẍsdf +

1

πfc
ẋsdf + xsdf = xd, (4)

1

(2πf co)
2
ω̇sdf +

1

πfco
ωsdf + εsdf = εd, (5)

were implemented. Filters with cut-off frequencies fc
and fco protect the arm against rapid changes of the
desired position xd ∈ R3 and orientation angles εd ∈
R3 commanded by the master device.

Finally, the desired position xsd ∈ R3 and orienta-
tion angles εsd ∈ R3 are given as:

xsd = xsdf + xdc, (6)
εsd = εsdf + εdc. (7)

Taking into account the equations (2) - (7) and as-
suming that: 1/(2πfc)2 = M/K , 1/πfc = D/K ,
1/(2πfco)

2 = Mo/Ko and 1/πfco = Do/Ko the de-
sired velocity vector Ẋsd used by the inverse kinema-
tics algorithm (1) can be calculated from the following
equations:

M ẍsd +Dẋsd = f s +K(xd − xsd), (8)
Moω̇sd +Doωsd = µs +Ko(εd − εsd). (9)

The desired pose ξsd = [xsd, εsd] (see Fig. 5) is cal-
culated by forward kinematics from desired joint po-
sitions qsd. The desired orientation angles εd and εsd

are represented in the implementation of the control
algorithm by quaternions obtained bymeans of trans-
formations described in [26].

The reference pose for slave ξd (i.e. the desired po-
sition xd ∈ R3 and the quaternion which represents
the desired orientation matrix Rd ∈ R3x3 or εd ∈ R3

in equation (9)) is calculated based on the signals x∗m
and φ∗

m received from the haptic interface, according
to the algorithms presented in section 4.

3.4. Arm Control SystemManager
The Arm Control System Manager is composed of

three functional elements: the arm decision maker
(ADM), trajectory generators and the arm monitoring
system. The arm monitoring system analyses the sig-
nals coming from the Position Controller (including
the hw signal carrying information about the state
of the hardware), which leads to the system failure
detection and isolation (safety feature). On the ba-
sis of this information and control commands recei-
ved from the ReMeDi Robot Central Control System
(RCCSCMD - see more detailed information about
RCCS in publication [25]) the ADM generates cont-
rol commands: cts for task space control system part
(i.e. for Demand Velocity Vector Calculation block) and
cjs for joint space controller (i.e. Position Control-
ler). The ADM also supervises trajectory generators.
It switches sources (algorithms) of programmed arm
movement trajectories (i.e. demanded velocity vector
Ẋ∗
sd ∈ R6 values) according to RCCS commands and

consequently to the ADM commands.
The ArmDecision Maker was designed in the form

of a �inite state machine, presented in Fig. 8. It opera-
tes on fourmain states: Startup, Active, Shutdown and
Failure.

Just after Power is activated, the system goes di-
rectly to the Startup state, where low-level control
components are initialised/run. When all the lower-
level components have been run properly (i.e. sig-
nal Startup_Done has been set to ”1”) and the RCCS
has initiated the startup procedure for the whole Re-
MeDi system (by setting RCCSCMD to the STARTUP
value [25]) the system leaves the Startup state and
goes to the Active state. In case an emergency but-
ton is pressed or any component indicates a failure
state or the RCCS sends the FAILURE command (i.e.
RCCSCMD==FAILURE), the system goes into the Fai-
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Encoder
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qisd

tisgtisf
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Fig. 7.
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lure state. Then the ADM sends information via a cjs
signal to the Position Controller that it should run ope-
rations required in the failure state, i.e. disable dri-
ves, brake joints, etc. In order to switch off the ReMeDi
arm in a controlled manner, the RCCS sends the SHUT-
DOWN command to the ADM, which starts the shut-
down procedure. The high-level controller (RCCS) is
informed about the current status of the arm control
system by an Arm Controller Manager output signal
ACSSTAT (see Fig. 5), which is in fact the output sig-
nal from the ADM and indicates its actual state.

The arm decision maker includes more elements
than the four states presented in Fig. 8. Each of these
states is represented by several substates. The most
important and complex, from themedical examination
point of view, is theActive state (seeFig. ??). TheActive
state begins in one of four states:
- Homing - the procedure of initialisation/reset of
arm joint encoders, executed when homing proce-
dure has not yet been done (Homing_DONE is ”0”),

- Wait forArmUnsecure - the state precedingHoming,
activated in case the arm hasn’t been mechanically
unlocked i.e. the sensor signal ArmSecured is ”1”,

- Rest Mode - the joint drives are disabled (relaxed in
case there is no need to keep the arm power consu-
med), activatedwhenhoming has been already done
and the arm is mechanically locked,

- GoTo Init Pose - the armgoes to the initial position in
which the force-torque sensor is initialised and the
arm is ready for preparation to the examination.

After the GoTo Init Pose procedure is completed, the
algorithm goes to the Hold Pose state. This state in-
dicates that all the moving parts of the arm should be
stopped. It is the startingpoint for theother commonly
used actions.

The Hand Lead and Tool Change states are used
during arm preparation for examination. The former
helps the assistant to manually position the arm close

to the examined body part of the patient. In this
case demanded arm pose is modi�ied by an algo-
rithm which maps measurements received from the
force/torque sensor to demanded velocity vector Ẋ∗

sd.
The Tool Change state allows the assistant to change
the probe. When the Remote Examination state is
active, the doctor remotely operates the arm. After the
examination is �inished and if the RCCS required par-
king procedure (RCCSCMD== PARKING), the ADM
goes to the Parking state. Trajectory generator leads
the arm to the parking position. Finally, just after the
arm has been secured (ArmSecured is set to ”1”), the
ADM activates the Rest Mode.

�. ������i����� �� ��� ���i��� ��� ��i�����
��� �����i��
The manipulator control algorithm described in

section 3 controls the position and orientation of the
ultrasound probe in relation to the arm base coordi-
nate system, which means that all of the variables as-
sociated with the control in the Cartesian space, are
expressed relative to the base coordinate systemof the
slave manipulator Oso − xsoysozso (see Fig. 3b). The
signals coming from the master are expressed in the
base coordinate system of the haptic interfaceOmo −
xmoymozmo (see Fig. 3a). Therefore, all variables must
be uni�ied to a single coordinate system� in this case
the slave coordinate system is chosen. Thus all calcu-
lations of the position and orientation setpoints are
determined in the slave coordinate system. However,
it is not necessary to perform a mathematical trans-
formation of themaster base coordinate system to the
slave base coordinate system, since the default master
X axis is perpendicular to the screen displaying the ac-
tual probe location to the doctor, and the X axis of the
base slave system is parallel to the camera that gene-
rates this very image, so it is possible to assume that
these coordinate systems are aligned and the transfor-
mation is replaced by the visual feedback.

In the implementation of the algorithm determi-
ning the position and orientation setpoints one should
take into account a number of conditions related to
the architecture and logical sequence of the ReMeDi
system events and the requirements of the user (doc-
tor), as described in [25]. Some of these conditions
are the initial conditions for determining the position
andorientation setpoints,which aredeterminedat the
moment of acquisition of the remote control of thema-
nipulator by a doctor, i.e. the moment of pressing the
pedal by the doctor (see Fig. 1) - the coupling of mas-
ter and slave. Position and orientation setpoints are
generally calculated as the sum of the increments of
the position and orientation respectively (generated
by the doctor on the haptic interface after the master
and slave coupling) and the values of the position and
orientation at the time of the coupling of the master
and slave. This mechanism will be described in more
detail in the subsequent sections.

With the orientation control, in order to ensure the
comfort of the doctor (intuitive orientation change),
it is also necessary to take into account the need for
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proper synchronisation of coordinate systems of the
manipulator tip Os − xsyszs (see Fig. 3b) , and the
coordinate system orientation of the orientation input
deviceOm − xmymzm (see Fig. 3a), ie. aligning of the
probe dummy and the real probe before pressing the
clutch pedal. This situation is shown by the diagram
in Fig. 10, where the frames of theMaster’s probeOml

and the Slave’s probeOsl are synchronised at the mo-
ment of system coupling. We developed three alterna-
tives presented in the section 4.2, which were evalua-
ted by the users during the system’s evaluation.

Omo

Oml

Om

Osl

Os

Oso

xml

xm

xsl

xs = xd

xm - xml xm - xml 

ΔRso

Master Slave

so so

ΔRso

Fig. 10. Diagram showing the arrangement of the
dummy and real probes at the moment of coupling and
a�er a transla�on and rota�on of the input de�ice �a�is
colours: X – red, Y – green and Z – blue)

�.1. ��� ��go�it�� �o� ��t���ining t�� �osi�on ��t�
points
Thevector of theposition setpoints xd (see left side

of Fig. 10) requiredas reference signal in the algorithm
presented in section 3.3, in equation (8) is calculated
using the following rule:

xd = xs = xsl + xsom − xsoml, (10)

the right side ofwhich is a sumof themanipulator end-
effector position xsl ∈ R3, recorded at the time the
coupling of themaster and slave and the difference be-
tween the haptic interface positions: xsom ∈ R3 - cur-
rent and xsoml ∈ R3 - registered at the moment of the
coupling, which values are the values of the signal x∗m

(see Fig. 2 or Fig. 5) and are expressed relative toOso

- the base coordinate system of the manipulator.
�.�. ��� ��go�it�� �o� ��t���ining t�� ��i�nt��on ��t�

points
The mechanical structure of the orientation input

device shown in Fig. 3a is such that the matrix of rota-
tions Rmo

m ∈ R3x3 is calculated based on the angle va-
lues measured on the consecutive Euler angle system:

Rmo
m = Rz,φmzRy,φmyRx,φmx = Rso

m . (11)
The doctor manipulating the orientation input device
during the teleoperation, changes the orientation of
the dummyprobe according to the following equation:

Rso
m = ∆RsoRso

ml, (12)
where: Rso

m , Rso
ml ∈ R3x3 - current and registered at

the time of coupling the master and slave matrices
(11), expressed in theOso coordinate system,∆Rso ∈
R3x3 - the change (increment) of the orientation of the
dummyprobe expressed relative to the baseOso coor-
dinate system. This operation is presented on left side
diagram in Fig. 10. Rearranging the equation (12) we
obtain:

∆Rso = Rso
m(Rso

ml)
−1, (13)

Finally, the rotation matrix representing the orienta-
tion setpoint for the real ultrasound probemay be cal-
culated according to the following formula:

Rd = Rso
s = ∆RsoRsl, (14)

where: Rsl ∈ R3x3 – the rotation matrix of the slave
manipulator at themoment of the pressing of coupling
pedal.

Depending on thenumber of axes of the coordinate
systemsde�ining theorientationof thedummyand the
real ultrasound probe, which should be synchronised
before telemanipulation starts, we developed three al-
ternative methods of determining the desired orien-
tation for the manipulator effector, i.e. the real ultra-
sound probe:
- An incremental method that does not require syn-
chronisation of any axis,
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Fig. 8. Arm Decision Maker – finite state machine

lure state. Then the ADM sends information via a cjs
signal to the Position Controller that it should run ope-
rations required in the failure state, i.e. disable dri-
ves, brake joints, etc. In order to switch off the ReMeDi
arm in a controlled manner, the RCCS sends the SHUT-
DOWN command to the ADM, which starts the shut-
down procedure. The high-level controller (RCCS) is
informed about the current status of the arm control
system by an Arm Controller Manager output signal
ACSSTAT (see Fig. 5), which is in fact the output sig-
nal from the ADM and indicates its actual state.

The arm decision maker includes more elements
than the four states presented in Fig. 8. Each of these
states is represented by several substates. The most
important and complex, from themedical examination
point of view, is theActive state (seeFig. ??). TheActive
state begins in one of four states:
- Homing - the procedure of initialisation/reset of
arm joint encoders, executed when homing proce-
dure has not yet been done (Homing_DONE is ”0”),

- Wait forArmUnsecure - the state precedingHoming,
activated in case the arm hasn’t been mechanically
unlocked i.e. the sensor signal ArmSecured is ”1”,

- Rest Mode - the joint drives are disabled (relaxed in
case there is no need to keep the arm power consu-
med), activatedwhenhoming has been already done
and the arm is mechanically locked,

- GoTo Init Pose - the armgoes to the initial position in
which the force-torque sensor is initialised and the
arm is ready for preparation to the examination.

After the GoTo Init Pose procedure is completed, the
algorithm goes to the Hold Pose state. This state in-
dicates that all the moving parts of the arm should be
stopped. It is the startingpoint for theother commonly
used actions.

The Hand Lead and Tool Change states are used
during arm preparation for examination. The former
helps the assistant to manually position the arm close

to the examined body part of the patient. In this
case demanded arm pose is modi�ied by an algo-
rithm which maps measurements received from the
force/torque sensor to demanded velocity vector Ẋ∗

sd.
The Tool Change state allows the assistant to change
the probe. When the Remote Examination state is
active, the doctor remotely operates the arm. After the
examination is �inished and if the RCCS required par-
king procedure (RCCSCMD== PARKING), the ADM
goes to the Parking state. Trajectory generator leads
the arm to the parking position. Finally, just after the
arm has been secured (ArmSecured is set to ”1”), the
ADM activates the Rest Mode.

�. ������i����� �� ��� ���i��� ��� ��i�����
��� �����i��
The manipulator control algorithm described in

section 3 controls the position and orientation of the
ultrasound probe in relation to the arm base coordi-
nate system, which means that all of the variables as-
sociated with the control in the Cartesian space, are
expressed relative to the base coordinate systemof the
slave manipulator Oso − xsoysozso (see Fig. 3b). The
signals coming from the master are expressed in the
base coordinate system of the haptic interfaceOmo −
xmoymozmo (see Fig. 3a). Therefore, all variables must
be uni�ied to a single coordinate system� in this case
the slave coordinate system is chosen. Thus all calcu-
lations of the position and orientation setpoints are
determined in the slave coordinate system. However,
it is not necessary to perform a mathematical trans-
formation of themaster base coordinate system to the
slave base coordinate system, since the default master
X axis is perpendicular to the screen displaying the ac-
tual probe location to the doctor, and the X axis of the
base slave system is parallel to the camera that gene-
rates this very image, so it is possible to assume that
these coordinate systems are aligned and the transfor-
mation is replaced by the visual feedback.

In the implementation of the algorithm determi-
ning the position and orientation setpoints one should
take into account a number of conditions related to
the architecture and logical sequence of the ReMeDi
system events and the requirements of the user (doc-
tor), as described in [25]. Some of these conditions
are the initial conditions for determining the position
andorientation setpoints,which aredeterminedat the
moment of acquisition of the remote control of thema-
nipulator by a doctor, i.e. the moment of pressing the
pedal by the doctor (see Fig. 1) - the coupling of mas-
ter and slave. Position and orientation setpoints are
generally calculated as the sum of the increments of
the position and orientation respectively (generated
by the doctor on the haptic interface after the master
and slave coupling) and the values of the position and
orientation at the time of the coupling of the master
and slave. This mechanism will be described in more
detail in the subsequent sections.

With the orientation control, in order to ensure the
comfort of the doctor (intuitive orientation change),
it is also necessary to take into account the need for
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Fig. 9. �rm Decision �a�er – �c��e state

proper synchronisation of coordinate systems of the
manipulator tip Os − xsyszs (see Fig. 3b) , and the
coordinate system orientation of the orientation input
deviceOm − xmymzm (see Fig. 3a), ie. aligning of the
probe dummy and the real probe before pressing the
clutch pedal. This situation is shown by the diagram
in Fig. 10, where the frames of theMaster’s probeOml

and the Slave’s probeOsl are synchronised at the mo-
ment of system coupling. We developed three alterna-
tives presented in the section 4.2, which were evalua-
ted by the users during the system’s evaluation.

Omo

Oml

Om

Osl

Os

Oso

xml

xm

xsl

xs = xd

xm - xml xm - xml 

ΔRso

Master Slave

so so

ΔRso

Fig. 10. Diagram showing the arrangement of the
dummy and real probes at the moment of coupling and
a�er a transla�on and rota�on of the input de�ice �a�is
colours: X – red, Y – green and Z – blue)

�.1. ��� ��go�it�� �o� ��t���ining t�� �osi�on ��t�
points
Thevector of theposition setpoints xd (see left side

of Fig. 10) requiredas reference signal in the algorithm
presented in section 3.3, in equation (8) is calculated
using the following rule:

xd = xs = xsl + xsom − xsoml, (10)

the right side ofwhich is a sumof themanipulator end-
effector position xsl ∈ R3, recorded at the time the
coupling of themaster and slave and the difference be-
tween the haptic interface positions: xsom ∈ R3 - cur-
rent and xsoml ∈ R3 - registered at the moment of the
coupling, which values are the values of the signal x∗m

(see Fig. 2 or Fig. 5) and are expressed relative toOso

- the base coordinate system of the manipulator.
�.�. ��� ��go�it�� �o� ��t���ining t�� ��i�nt��on ��t�

points
The mechanical structure of the orientation input

device shown in Fig. 3a is such that the matrix of rota-
tions Rmo

m ∈ R3x3 is calculated based on the angle va-
lues measured on the consecutive Euler angle system:

Rmo
m = Rz,φmzRy,φmyRx,φmx = Rso

m . (11)
The doctor manipulating the orientation input device
during the teleoperation, changes the orientation of
the dummyprobe according to the following equation:

Rso
m = ∆RsoRso

ml, (12)
where: Rso

m , Rso
ml ∈ R3x3 - current and registered at

the time of coupling the master and slave matrices
(11), expressed in theOso coordinate system,∆Rso ∈
R3x3 - the change (increment) of the orientation of the
dummyprobe expressed relative to the baseOso coor-
dinate system. This operation is presented on left side
diagram in Fig. 10. Rearranging the equation (12) we
obtain:

∆Rso = Rso
m(Rso

ml)
−1, (13)

Finally, the rotation matrix representing the orienta-
tion setpoint for the real ultrasound probemay be cal-
culated according to the following formula:

Rd = Rso
s = ∆RsoRsl, (14)

where: Rsl ∈ R3x3 – the rotation matrix of the slave
manipulator at themoment of the pressing of coupling
pedal.

Depending on thenumber of axes of the coordinate
systemsde�ining theorientationof thedummyand the
real ultrasound probe, which should be synchronised
before telemanipulation starts, we developed three al-
ternative methods of determining the desired orien-
tation for the manipulator effector, i.e. the real ultra-
sound probe:
- An incremental method that does not require syn-
chronisation of any axis,
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- A direct method that requires synchronisation of all
axes,

- A mixed method requiring synchronisation only of
the X axis (i.e. requiring a certain setting of the ro-
tation angles of the axes Y and Z of the orientation
input device.
In the case of the �irst proposed method (the in-

cremental one) the desired orientation of the effec-
tor of the manipulator is directly calculated from the
equations (13) and (14). Regardless of how the two
probes are aligned at the time of the pedal coupling,
the real probe will change its orientation by∆Rso (in-
crement), relative to its initial orientation. Although
from the point of view of proper operation of the con-
trol system, it does not require any speci�ic settings
of both probes relative to each other (synchronisa-
tion), in the case where the coupling occurs with both
probes heavilymisaligned, the pose handling becomes
non-intuitive for the doctor. This problem is presen-
ted in Fig. 11a, where the probes at the time of cou-
pling are rotated relative to each other by 180 degrees
and the rotation of the input device (dummy probe)
around its axis of symmetry, i.e. the X-axis causes a
rotation of the real probe not around its axis of sym-
metry but around the perpendicular axis (i.e. the Z
axis). To eliminate this, the coupling must be forced
after both systems are synchronised in all axes, which
is quite a troublesome and above all time-consuming
operation for the doctor.

To implement the second method (the direct one)
in the equation (13) instead of the rotation matrix re-
presenting the orientation of the input device at the
time of coupling, one should use the orientation ma-

trix for which the coordinate system of the input de-
vice assumes an initial orientation (i.e., the one for
which all rotation angles are zero). Considering the
fact that the matrix is the identity matrix, equation
(13) is simpli�ied to the form:

∆Rso = Rso
m . (15)

A similar procedure should be takenwith the equation
(14), inwhich, instead of the rotationmatrix represen-
ting the orientation of the effector of the manipulator
at the moment of coupling, one should use the orien-
tationmatrix for which an actual coordinate system of
the ultrasound probe assumes an orientation output
Rso
s (0) ∈ R3x3 (i.e. when all the angles of the mani-

pulator are zero). Then the desired rotationmatrix for
the real ultrasound probe is determined as follows:

Rd = Rso
s = Rso

mRso
s (0). (16)

In this method, from the point of view of the intui-
tive handling by the doctor, a prior synchronisation
would not be required. However, the coupling of the
systems when the coordinate systems are not aligned
with each other, generates a rapid, often dangerous
movement of the real probe. Therefore, for safety rea-
sons, it is required to introduce a requirement of prior
synchronisation of all axes (see Fig. 11b).

The implementation of the third (mixed) method
requires themodi�ication of the secondmethod. In the
method of mixed orientation change caused by the in-
put device in the axes Z and Y is carried out as in the
second method, and the change in orientation caused
by rotation about the X-axis (axis of symmetry of the
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dummy probe) is realised by the incremental method.
To achieve this, �irst the rotation matrix of the slave
manipulator registered at the time of coupling is con-
verted to the Euler angles representation, consistent
with the representation of the rotation matrix of the
input device expressed by equation (11). Due to the
condition of having to synchronise the X-axis of the
two probes (i.e. setting the rotation angles of the Y
and Z axes of the input device so that: φsz = φmz

and φsy = φmy ), one should additionally compute
an equivalent to the angle of rotation φsxl about the
X axis. Finally, the desired rotation matrix for the real
ultrasound probe is calculated according to:

Rd = Rso
s = Rz,φszRy,φsyRx,φsxRso

s (0), (17)

wherein the angleφsx bywhich the coordinate system
of the manipulator should be rotated around the axis
X, is:

φsx = φsxl + φmxl − φmx, (18)
where:φmx andφmxl are the rotation angles of the in-
put device about the X axis - respectively the current
one and the one registered at the time of coupling of
the master and slave.

The moment of synchronisation and change of
the orientation of the implemented mixed method is
shown by the diagram in Fig. 11c. It is evident there
that at any point in time only the X-axes of the two pro-
bes are consistent with each other. This synchronisa-
tion ensures full intuitiveness of the operation of the
orientation changeby thedoctor for the real probe, e.g.
when it forces a pivoting movement of the probe du-
ring the examination. Then the alignment of the other
two axes is not important for the doctor.

5. Summary
The system for control of the position and orienta-

tion of the manipulator, presented in this article, has
been implemented in a real, functioning in the form
of a prototype, ReMeDi system used to perform tele-
echography. The entire system was subjected to eva-
luation with the participation of specialists and pa-
tient volunteers. Evaluations have con�irmed the cor-
rectness of the system and provided information on,
among others, the choice of the solutions discussed in
the section 4.2 i.e. the methods of determining the de-
sired orientation. Although the incremental method,
in order to work properly, does not require the trou-
blesome synchronisation of the probes, yet it causes
non-intuitive controls of the orientation,which are the
greater themore the probes are out of sync. Therefore,
the most useful is the mixed method, which requires
only the alignment of the axis of symmetry of the two
probes. It increase the comfort of the doctor’s work
and shortens the time of the examination performed.
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- A direct method that requires synchronisation of all
axes,

- A mixed method requiring synchronisation only of
the X axis (i.e. requiring a certain setting of the ro-
tation angles of the axes Y and Z of the orientation
input device.
In the case of the �irst proposed method (the in-

cremental one) the desired orientation of the effec-
tor of the manipulator is directly calculated from the
equations (13) and (14). Regardless of how the two
probes are aligned at the time of the pedal coupling,
the real probe will change its orientation by∆Rso (in-
crement), relative to its initial orientation. Although
from the point of view of proper operation of the con-
trol system, it does not require any speci�ic settings
of both probes relative to each other (synchronisa-
tion), in the case where the coupling occurs with both
probes heavilymisaligned, the pose handling becomes
non-intuitive for the doctor. This problem is presen-
ted in Fig. 11a, where the probes at the time of cou-
pling are rotated relative to each other by 180 degrees
and the rotation of the input device (dummy probe)
around its axis of symmetry, i.e. the X-axis causes a
rotation of the real probe not around its axis of sym-
metry but around the perpendicular axis (i.e. the Z
axis). To eliminate this, the coupling must be forced
after both systems are synchronised in all axes, which
is quite a troublesome and above all time-consuming
operation for the doctor.

To implement the second method (the direct one)
in the equation (13) instead of the rotation matrix re-
presenting the orientation of the input device at the
time of coupling, one should use the orientation ma-

trix for which the coordinate system of the input de-
vice assumes an initial orientation (i.e., the one for
which all rotation angles are zero). Considering the
fact that the matrix is the identity matrix, equation
(13) is simpli�ied to the form:

∆Rso = Rso
m . (15)

A similar procedure should be takenwith the equation
(14), inwhich, instead of the rotationmatrix represen-
ting the orientation of the effector of the manipulator
at the moment of coupling, one should use the orien-
tationmatrix for which an actual coordinate system of
the ultrasound probe assumes an orientation output
Rso
s (0) ∈ R3x3 (i.e. when all the angles of the mani-

pulator are zero). Then the desired rotationmatrix for
the real ultrasound probe is determined as follows:

Rd = Rso
s = Rso

mRso
s (0). (16)

In this method, from the point of view of the intui-
tive handling by the doctor, a prior synchronisation
would not be required. However, the coupling of the
systems when the coordinate systems are not aligned
with each other, generates a rapid, often dangerous
movement of the real probe. Therefore, for safety rea-
sons, it is required to introduce a requirement of prior
synchronisation of all axes (see Fig. 11b).

The implementation of the third (mixed) method
requires themodi�ication of the secondmethod. In the
method of mixed orientation change caused by the in-
put device in the axes Z and Y is carried out as in the
second method, and the change in orientation caused
by rotation about the X-axis (axis of symmetry of the
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dummy probe) is realised by the incremental method.
To achieve this, �irst the rotation matrix of the slave
manipulator registered at the time of coupling is con-
verted to the Euler angles representation, consistent
with the representation of the rotation matrix of the
input device expressed by equation (11). Due to the
condition of having to synchronise the X-axis of the
two probes (i.e. setting the rotation angles of the Y
and Z axes of the input device so that: φsz = φmz

and φsy = φmy ), one should additionally compute
an equivalent to the angle of rotation φsxl about the
X axis. Finally, the desired rotation matrix for the real
ultrasound probe is calculated according to:

Rd = Rso
s = Rz,φszRy,φsyRx,φsxRso

s (0), (17)

wherein the angleφsx bywhich the coordinate system
of the manipulator should be rotated around the axis
X, is:

φsx = φsxl + φmxl − φmx, (18)
where:φmx andφmxl are the rotation angles of the in-
put device about the X axis - respectively the current
one and the one registered at the time of coupling of
the master and slave.

The moment of synchronisation and change of
the orientation of the implemented mixed method is
shown by the diagram in Fig. 11c. It is evident there
that at any point in time only the X-axes of the two pro-
bes are consistent with each other. This synchronisa-
tion ensures full intuitiveness of the operation of the
orientation changeby thedoctor for the real probe, e.g.
when it forces a pivoting movement of the probe du-
ring the examination. Then the alignment of the other
two axes is not important for the doctor.

5. Summary
The system for control of the position and orienta-

tion of the manipulator, presented in this article, has
been implemented in a real, functioning in the form
of a prototype, ReMeDi system used to perform tele-
echography. The entire system was subjected to eva-
luation with the participation of specialists and pa-
tient volunteers. Evaluations have con�irmed the cor-
rectness of the system and provided information on,
among others, the choice of the solutions discussed in
the section 4.2 i.e. the methods of determining the de-
sired orientation. Although the incremental method,
in order to work properly, does not require the trou-
blesome synchronisation of the probes, yet it causes
non-intuitive controls of the orientation,which are the
greater themore the probes are out of sync. Therefore,
the most useful is the mixed method, which requires
only the alignment of the axis of symmetry of the two
probes. It increase the comfort of the doctor’s work
and shortens the time of the examination performed.
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[15] A. Kurnicki, B. Stańczyk, and B. Kania, “Manipu-
lator Development for Telediagnostics”. In: Pro-
ceedings of the International Conference on Me-
chatronics and Robotics, Structural Analysis (ME-
ROSTA2014), 2014, 214–218.

[16] K. Mathiassen, J. E. Fjellin, K. Glette, P. K. Hol, and
O. J. Elle, “An Ultrasound Robotic System Using
theCommercial RobotUR5”,Frontiers in Robotics
and AI, vol. 3, 2016, 10.3389/frobt.2016.00001.

[17] R. Monfaredi, E. Wilson, B. Azizi Koutenaei,
B. Labrecque, K. Leroy, J. Goldie, E. Louis,
D. Swerdlow, and K. Cleary, “Robot-assisted ul-
trasound imaging: Overview and development
of a parallel telerobotic system”, Minimally in-
vasive therapy & allied technologies: MITAT: of-
�icial �ournal of the Society for Minimally In-
vasive Therapy, vol. 24, no. 1, 2015, 54–62,
10.3109/13645706.2014.992908.

[18] A. S. B. Mustafa, T. Ishii, Y. Matsunaga, R. Naka-
date, H. Ishii, K. Ogawa, A. Saito, M. Sugawara,
K. Niki, and A. Takanishi, “Development of robo-
tic system for autonomous liver screening using

ultrasound scanning device”. In: 2013 IEEE In-
ternational Conference on Robotics and Biomi-
metics (ROBIO), 2013, 804–809, 10.1109/RO-
BIO.2013.6739561.

[19] A. Niewola, L. Podsędkowski, P. Wróblewski,
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