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Abstract:
The control of the longitudinal aircraft dynamics is 
challenging because the mathematical model of aircraft 
is highly nonlinear. This paper considers a sliding mode 
control design based on linearization of the aircraft, 
with the pitch angle and elevator deflection as the trim 
variables. The design further exploits the decomposition 
of the aircraft dynamics into its short-period and phugoid 
approximations. The discrete-time variable structure 
system synthesis is performed on the base of the elevator 
transfer function short-period approximation. This 
control system contains a sliding mode controller, an 
observer, based on nominal aircraft model without finite 
zero and two additional control channels for the aircraft 
and for the aircraft model. The realised system is stable 
and robust for parameter and external disturbances. 
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longitudinal, sliding mode 

1. 	Introduction 
Aircraft dynamics characterizes the motion of an 

aircraft in the atmosphere. The response of the air-
craft to aerodynamic, propulsive and gravitational 
forces, and to control inputs from the pilot determine 
the attitude of the aircraft and its resulting flight path 
[1]. In the past literature the special attention is ded-
icated the aircraft dynamics stability. The concept of 
aircraft dynamic stability studies what is doing with 
the aircraft in one time period, when it took out the 
balanced position. The longitudinal aircraft motion is 
the aircraft response on the disturbances [2].

To date, flight control widely uses linear control 
techniques. One of the reasons is the existence of 
numerous tools for assessing the robustness of the 
linear feedback controller [3]. Another reason is that 
flight control techniques are developed primarily for 
commercial aircrafts that are designed and optimized 
for flying along very specific trajectories [4]. However, 
in recent years, PID controllers have been used to im-
prove the dynamic characteristics of the aircraft flight 
[5–7]. PID controllers are widely used, partly because 
they are effective and partly because of their simple 
structure and robust performance in a wide range of 
operating conditions [8]. Often, the fuzzy logic con-
troller is used alone or to optimize the design of the 
PID controller [9–12].

Sliding mode control (SMC) is a nonlinear ap-
proach which is inherently robust against matched 
uncertainty [13]. The application of SMC to flight con-
trol has been pursued by several others authors [13– 
–19] The most commonly designed non-linear con-
troller, which is designed based on the linearization 
of the aircraft. The design exploits the short-period 
approximation of the linearized flight dynamics [14]. 
Today, a controller is created based on combination of 
the traditionally PD controller and a sliding mode con-
troller [18, 19]. All that control systems are obtained 
for continual time domen, while there is little attempt 
at this realization in a discrete domain [20, 21]. 

2. 	Longitudinal Aircraft Dynamics 
The aircraft is a dynamic system influenced by 

control and external disturbance. The control is 
realized by correcting the position and path of the 
aircraft. In this way allows the aircraft motion in the 
desired direction.

The transfer function of the aircraft can be ob-
tained by using the equations of aircraft motion. The 
equations of aircraft motion for the aircraft can be de-
rived by applying Newton’s laws of motion, After that 
linearization, the equations of aircraft motion are ob-
tained the following form [22]:
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(1)

where:
m – mass of aircraft, 
Fx – external forces in x direction,
Fy  – external forces in y direction,
Fz– external forces in z direction,
Mx – rolling moment,
My – pitching moment,
Mz – yawing moment,
u – linear velocity vT in x direction,
v – linear velocity vT in y direction,
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If the aerodynamic constants of the aircraft C** will 
be defined and be aplied Laplace transform, the lon-
gitudinal equations of motion for the aircraft (4) can 
be obtained as:
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The characteristic equation of the system (5) is:
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where:
ωzp, ωzs – natural frequencies,
εp, εs – damping factors.

There are two types of oscillations:
–	 the short-period oscillations with (Fig. 1),
–	 the phugoid oscillations (Fig. 2).

The periods and the damping of these oscillations 
varies from aircraft to aircraft because they depend 
on flight conditions’ oscillations.

Fig. 1. Short-period oscillations

Fig. 2. Long-period oscillations

The short-period oscillations cause a change in the 
αn and θ with negligible change un and the phugoid 
oscillations cause a change in the θ and un with neg-
ligible change αn. Phugoid oscillations represent an 
change of potential and kinetic energy.

In the beginning, the aircraft has a sinusoidal flight 
path in vertical plane. When an aircraft flying from the 
highest point of the path down, it increases the speed 
to the lowest point, and when it flies up to the high-
est point of the path, it reduces the speed. This is re-
peated until an even flight is established. The phugoid 
oscillations period is very large so the flight of the air-
craft can be successfully carried out.

3. 	Aircraft Elevator Control
Longitudinal aircraft dynamics is controlled by el-

evators. They are flight control surfaces, usually at the 
rear of an aircraft, which control the aircraft’s pitch, 
and therefore the angle of attack and the lift of the 
wing. The aircraft is considered to be in straight and 
level non-accelerated flight and then to be distributed 
by deflection of the elevator. By aircraft longitudinal 
motion (Fig. 3) the control magnitudes are: α – angle 
of attack, θ – pitch angle, u – variation of flight velocity 

(5)

w – linear velocity vT in z direction,
P – angular velocity ω in x direction,
Q – angular velocity ω in y direction,
R – angular velocity ω in z direction,
Ix –moment of inertia in x direction,
Iy –moment of inertia in y direction,
Iz –moments of inertia in z direction,
Jxz – product of Ix and Iz. 

The aircraft motion (1) can be divided into two 
parts:
–	 aircraft longitudinal motion,
–	 aircraft lateral motion.

The aircraft should have a straight and balanced 
flight, which can be distributed by deflection of the 
elevator. This deflection changes My, causes rotation 
about y axis nd changes Fx and Fz, but does not chang-
es Mx, Mz, and Fy. Therefore, the following relations 
apply P = R = V = 0 so ΣFy, ΣMx and ΣMz equations can 
be eliminated. This leaves equations of aircraft longi-
tudinal motion:

	

 

∑  

 

 

 

∑ , 

∑

 

 

 

∑

∑

∑ , 

 

 

∑ , 

∑ ), (4) 

∑ , 

 

 

( ) ( ) ( ) = 0 

( ) – ( ) + 

− ( ) = 0 

( ) − ( ) = 0 

 

 

) = 0 

 
 

∑

∑

∑

∑

∑

∑

	

(2)

Let the axes xE, yE and zE are earth reference axes. 
The axes x0, y0 and z0 are equilibrium aircraft axes and 
the axes x, y and z are the distributed aircraft axes. Let 
us:
–	 γ is the flight path angle, that is the angle, measured 

in the vertical plane, between the horizontal and 
the velocity vector of the aircraft,

–	 α is the angle of attack, that is the angle between 
the velocity vector and the wing chor

–	 Θ is the angle between axes xE and x in the vertical 
plane,

–	 θ is the pitch angle, that is the angle between the 
equilibrium vector U0 and the vector of velocity 
change u.
The axis x is could be aligned with the longitudi-

nal axis of the aircraft. Making these substitutions the 
equations (2) become:
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(3)

Let's assume that there are negligible perturba-
tions of disturbances about the equilibrium state 
and negligible angles between the equilibrium and 
disturbed axes. These assumptions allow for lineari-
zation of aircraft longitudinal motion. Thus the equa-
tions (3) can be written as follows:
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along the longitudinal axis x, and control input is: δe – 
elevator deflection.

Fig. 3. Longitudinal aircraft motion

Based on the aircraft aerodynamic constants val-
ues [22] is obtained the transfer function of the air-
craft elevator:
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(6)

The transfer function (6) can be approximated 
with the function:
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The short-period approximation (7) is particularly 
good in the vicinity of the natural frequency of short-
term oscillations. All this allows us to use this func-
tion for the realization of aircraft elevator control.

Fig. 4. Aircraft elevator control

In Fig. 4. given a block diagram of the system for 
aircraft elevator control, which will be analyzed. The 
discrete-time variable structure system synthesis is 
performed on the base of the elevator transfer func-
tion short-period approximation (7), which has sta-
ble finite zero. This control system contains a sliding 
mode controller, an observer, based on nominal air-
craft model without finite zero and two additional 
control channels for the aircraft and for the aircraft 
model. 

In the aircraft control channel is introduced the in-
tegrated (I) action, and in the observer control chan-
nel proportional-integral (PI)1 action. The parameters 
of the action in the observer control channel are cho-
sen so that the total nominal transfer function of the 

control signal to the output of the aircraft and the ob-
server, without feedback the observation error, iden-
tical. In addition, in order to achieve better robust-
ness to external disturbance in the observation error 
channel is introduced also linear (PI)2 action. 

More specifically, (PI)2 action is introduced for in-
creasing the ability of the observer to observed chang-
es slowly disturbances f(t). Except that, in addition 
to acting on the observer is carried out and further 
action on the input of the plant from the observation 
error channel. Without this action, the system is very 
slow to release external disturbances or may occur 
oscillation. In fact, the introduction (PI)2 action in the 
observer control channel and I action in the plant con-
trol channel was increased the equivalent plant order 
in n + 1. 

Sliding mode is organized in order subspace and 
the design process VSC introduced PI action is not es-
sential [15]. In the considered system, due to the pres-
ence and activities in front of the plant is irrelevant 
the discontinuity of the control signal. Breaking con-
trol is integral and it becomes constant at the input of 
the plant, and all the problems associated with stable 
zero and breaking control therefore are not relevant.

It is assumed that the aircraft parameters are 
non-stationary, but with the speed of change is much 
smaller than the dynamics of the process that takes 
place in a control system. In order to validate the pro-
posed combination of variable structure control law 
with flexible working regimes of linear control law 
and PI-type discrete-time VSC is designed and sim-
ulated on the PC to control aircraft as a third order 
plant with stable finite stable zero (6): 
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At the input of the plant is introduced I action, so 

that the extended transfer function of the plant be-
comes:
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The extended aircraft can be seen as a plant with-
out stable finite zero, which is added to PI action with 
constant parameters. In addition the expanded air-
craft is introduced as the reduced transfer function of 
aircraft with nominal values ​​of the parameters with-
out finite zero. This reduced a ircraft describes the 
transfer function:
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Continuous model of reduced aircraft (9) in the ca-
nonical controllable form:
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where: 
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This reduced model of the plant can be realized 

by computer (discretly). According to the theorem on 
selection, was chosen sampling time T = 0.4 ms. By 
δ applying the transformation for the selected sam-
pling time, a discrete-time model of the system (10) 
becomes [23]:
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Let the sliding hyperplane defined by [24]:
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 – coefficients of the characteristic polynomial 
det( ) . 

If α1 = 1 and α2 = 1 are chosen, the elements of the 
vector cδ (12) become:
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For the discrete-time model of reduced aircraft 

(11) can be synthesized control in the form:
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where: α, β – real numbers such that 0 ≤ βT < 1 and 
α < 0. Let α < 50 and β < 50. Control (15) is:

	

 

�� = ����� − 1
� �� > 0� = 1,2, � 

�� = ��� �� ����� 

� = ��� ��
��� ��

���� �
��� ��� 1
��� 1 0
1 0 0

� 

 
det(�� − ��) = �� + ����� + ���� + ���. 

 
�� = �−0.20008 −0.40008 −0.09996� 

 
���(�) = −�����(�) 

− min �|�(�)|
� , � + �|�(�)|� ���(�(�)) 

  
�(�) = −0.208 ��(�) − 0.20048��(�) 
+ min ( 25000 |�(�)|, 50 + 20 |�(�)| 

�(�) = −20008 �(�) + 0.40008 �� + 0.09996 ��(�) 
 

����(�) = 200 ����
�  ��(�) = 5 ���

�  
 
 

����(�) = 1.6 10��(� − 1)
�� − 2.9992 �� + 2.9984� − 0.9992 

����� (�) = 6.4 10���

�� − 2.9992 �� + 2.9984� − 0.9992 
 

�(�) = 1 + ����(�)��(�) − ����� (�)����(�)(14) 
 

�(�) = ���� + �������� + � + ��� + ��(15) 
 

�� = ��� ����
�� ��

� , � = 0, � . � − 1  

�� = � �� ������
���� �� � , � = 0, � . � − 2 

�� = � �� ������
���� ��

� , � = 0, � . � − � 

�� = ��� ��
�� ��

�, �� = ��� ��
�� ��

�, �� = ��� ��
�� ��

� 
 

�(1) > 0, (−1)��(−1) > 0 

	

4. 	An Illustrative Example
To ensure the robustness of the system to parame-

ter changes of the plant and the external disturbance, 
is introduced by the feedback signal observation er-
rors between the outputs of the plant and the model, 
as shown in Fig. 5. (PI)2 and D activities were chosen 
in the following form:
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For the selected sampling time T = 0.4 ms, the 
transfer function  (8) and  (9) are:
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The system would be stable, it is necessary and 

sufficient that the characteristic equation of the sys-
tem:
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	 (14) 
has all its roots inside the unit circle |z| = 1 in the z 
– plane. Checking the root of the characteristic equa-
tion (14) can be done by applying some of the criteria 
of stability, for example by applying Jury stability test. 
The characteristic equation (14) can be written in the 
form:

     

 

�� = ����� − 1
� �� > 0� = 1,2, � 

�� = ��� �� ����� 

� = ��� ��
��� ��

���� �
��� ��� 1
��� 1 0
1 0 0

� 

 
det(�� − ��) = �� + ����� + ���� + ���. 

 
�� = �−0.20008 −0.40008 −0.09996� 

 
���(�) = −�����(�) 

− min �|�(�)|
� , � + �|�(�)|� ���(�(�)) 

  
�(�) = −0.208 ��(�) − 0.20048��(�) 
+ min ( 25000 |�(�)|, 50 + 20 |�(�)| 

�(�) = −20008 �(�) + 0.40008 �� + 0.09996 ��(�) 
 

����(�) = 200 ����
�  ��(�) = 5 ���

�  
 
 

����(�) = 1.6 10��(� − 1)
�� − 2.9992 �� + 2.9984� − 0.9992 

����� (�) = 6.4 10���

�� − 2.9992 �� + 2.9984� − 0.9992 
 

�(�) = 1 + ����(�)��(�) − ����� (�)����(�)(14) 
 

�(�) = ���� + �������� + � + ��� + ��(15) 
 

�� = ��� ����
�� ��

� , � = 0, � . � − 1  

�� = � �� ������
���� �� � , � = 0, � . � − 2 

�� = � �� ������
���� ��

� , � = 0, � . � − � 

�� = ��� ��
�� ��

�, �� = ��� ��
�� ��

�, �� = ��� ��
�� ��

� 
 

�(1) > 0, (−1)��(−1) > 0 

	 (15)
Now it gets Jury’s scheme coefficients in the form 

[25]:

	

 

�� = ����� − 1
� �� > 0� = 1,2, � 

�� = ��� �� ����� 

� = ��� ��
��� ��

���� �
��� ��� 1
��� 1 0
1 0 0

� 

 
det(�� − ��) = �� + ����� + ���� + ���. 

 
�� = �−0.20008 −0.40008 −0.09996� 

 
���(�) = −�����(�) 

− min �|�(�)|
� , � + �|�(�)|� ���(�(�)) 

  
�(�) = −0.208 ��(�) − 0.20048��(�) 
+ min ( 25000 |�(�)|, 50 + 20 |�(�)| 

�(�) = −20008 �(�) + 0.40008 �� + 0.09996 ��(�) 
 

����(�) = 200 ����
�  ��(�) = 5 ���

�  
 
 

����(�) = 1.6 10��(� − 1)
�� − 2.9992 �� + 2.9984� − 0.9992 

����� (�) = 6.4 10���

�� − 2.9992 �� + 2.9984� − 0.9992 
 

�(�) = 1 + ����(�)��(�) − ����� (�)����(�)(14) 
 

�(�) = ���� + �������� + � + ��� + ��(15) 
 

�� = ��� ����
�� ��

� , � = 0, � . � − 1  

�� = � �� ������
���� �� � , � = 0, � . � − 2 

�� = � �� ������
���� ��

� , � = 0, � . � − � 

�� = ��� ��
�� ��

�, �� = ��� ��
�� ��

�, �� = ��� ��
�� ��

� 
 

�(1) > 0, (−1)��(−1) > 0 

	
(16)
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The necessary and sufficient conditions that equa-
tion (15) has all roots modulo less than one and that 
the system is stable are:
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The characteristic equation errors of this system 
(15) is
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Based on the relation (16) is obtained Jury’s 

scheme coefficients and conditions (17) are
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Since all the conditions (19) are met and the 
characteristic equation (18) has all roots modulo 
less than one, was the stability of the circuit of ob-
servation error.

Simulation results are presented in the form of 
a diagram step response of the aircraft (Fig. 6 and 
Fig. 7), control (Fig. 8) and switching functions 
(Fig. 9). Computer simulation shows that the system 
is robust when changing the values ​​of the parameters 
of the aircraft in the given boundaries (Fig. 7). It also 
has good properties of eliminating e x ternal distur-
bances (Fig. 6). 
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Fig. 5. Step response of nominal aircraft with load 
disturbance

Fig. 6. Step response of aircraft for different values of 
parameters

Fig. 7. Control of the nominal aircraft with load 
disturbance

Fig. 8. Switching function of the nominal aircraft with 
load disturbance

5. Conclusions
It presented a new sliding mode control design for 

longitudinal aircraft dynamics. The design exploits 
the short-period approximation of the linearized 
aircraft dynamics. The control has a very simple 
structure: a sliding mode controller, an observer, 
based on nominal aircraft model without finite zero 
and two additional control channels for the aircraft 
and for the aircraft model. The robustness of the 
method to modeling uncertainty and disturbances, 
was demonstrated through extensive simulation, 
and the simulation results showed that the method 
outperforms, without any scheduling requirement, 
the transient and steady-state performance of 
a conventional gain-scheduled model-following 
controller. The realised system is stable and robust 
for parameter and external disturbances. 
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