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Abstract:
This paper presents a new approach in the field of tra-
jectory tracking for nonholonomic mobile robot in pres-
ence of disturbances. The proposed control design is con-
structed by a kinematic controller, based on PD sliding 
surface using fuzzy sliding mode for the angular and linear 
velocities disturbances, in order to tend asymptotically the 
robot posture error to zero. Thereafter a dynamic control-
ler is presented using as a sliding surface design, a fast 
terminal function (FTF) whose parameters are generated 
by a genetic algorithm in order to converge the velocity 
errors to zero in finite time and guarantee the asymptotic 
stability of the system using a Lyapunov candidate. The 
elaborated simulation works in the case of different trajec-
tories confirm the robustness of the proposed approach. 

Keywords: mobile robot, fast terminal function, PD 
sliding surface, fuzzy system, genetic algorithm, Lyapunov 
stability.

1. Introduction
The mobile robots are widely used in different 

fields and are known as nonholonomic system [1]. Dif-
ferent works are done in the field of trajectory track-
ing of mobile robots taking into account the model 
uncertainties [2]. Therefore, many researchers have 
done to use kinematic and dynamic model to control 
the motion of wheeled mobile robot [3]. The unicycle 
robot is generally used for the control design to track 
the reference trajectory in a plane [4]. The control 
of mobile robot has been studied in different ways 
for instance, point stabilization, trajectory tracking, 
path-following etc.

Sliding mode control has shown its robustness 
against the uncertainties and external disturbances 
[5], but conventional sliding mode control is known 
with the discontinuity, and the last one creates, in high 
oscillations, the chattering phenomenon. Many works 
have been proposed to resolve this kind of problem [6], 
[7], [8] and another suggests a fuzzy logic to reduce the 
effect of this phenomenon [9], [10] and [11]. Howev-
er the sliding mode control displayed the problem of 
chattering, which is the high problem of their real im-
plementation.

Recently, many robust controllers are proposed 
for the trajectory tracking and obstacle avoidance, us-
ing dynamic model [12], [13], [14] and [15].

A recent method suggests an adaptive fuzzy ter-
minal sliding mode control for nonlinear system with 
non-singularity in presence of external disturbances 
in order to achieve a fast convergence [16], [17], [18]
and [19].

A robust control using PD sliding surface for ro-
botic system is introduced to stabilize the closed loop 
system and compensate the effect of the disturbanc-
es and reduce the tracking errors [20], another work 
used genetic sliding mode in order to achieve the op-
timal parameters is presented in [21] for a servo sys-
tem and in [22] for a manipulator arm.

Based on the previous works using PD sliding 
mode control, the contribution of this paper aims to 
suggest a new kinematic controller for the linear and 
angular velocities using PD and fuzzy logic. The se-
lected PD sliding surface is used for the angular ve-
locity in order to accelerate the orientation error to 
converge to zero in short time. The added fuzzy sys-
tem permits to avoid the effect of the disturbances 
presented in the kinematic model by selecting the ap-
propriate value of the gain parameter. A conventional 
sliding mode controller used for the linear velocity 
aims to converge the robot position error to zeros and 
guarantee the asymptotic stability of the system.

A dynamic controller based on terminal sliding 
mode with genetic algorithm is proposed. The genetic 
algorithm is used in order to select the optimal val-
ues of the controller parameters, which permit to the 
controller to converge the dynamic velocity error to 
zero and guarantee the asymptotic stability by using 
the Lyapunov stability.

The new trajectory tracking controller is pro-
posed, based on fuzzy logic and genetic sliding mode 
for mobile robot. The approach gives mainly an as-
ymptotic stability by using Lyapunov theory.

The proposed control law can tend the tracking er-
ror and velocity error to zero in very short time with 
asymptotic stability by taking into account the distur-
bances and the system uncertainty.

The paper is organized as follow. The first section 
presents the kinematics and dynamic model. The sec-
ond section consists to propose a kinematic control-
ler based on PD terminal sliding mode control with 
fuzzy logic. The third section presents a new dynamic 
controller using fast terminal function (FTF) with ge-
netic algorithm [23] into the sliding surface design by 
including a saturation function in order to reduce the 
chattering problem by taking into account the distur-
bances.
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The proposed control law of the two velocities 
must take the tracking error to zero while t tends to 
infinity by considering:

v v″
max

,  ω ω≤
max

.

2.2. Dynamic Model

When dynamic model of the robot is described as 
[26, 27]:

M q V V q q V F q G q q D td( ) ( , ) ( ) ( ) ( ) ( )� � � �+ + + + = +τ β τ  (9)

Where:
V = (v ω)T is the vector of velocities and v and ω are the 
linear and angular velocities respectively, [ ]t t

1 2

T  is 
the vector of torque of the wheels of the mobile robot 
t1 and t2 are the torques of the right and left wheel.
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m is the mass of the robot .
I is the moment inertia of the robot.
L is the distance between the two wheels.
Ra is the radius of the wheel.
D t( )  represents the disturbance.
V q q( , )  is the vector of centripetal and Coriolis forces.
F q( )  represents the friction matrix.
G q( )  represents the gravitational vector.
td is an unknown disturbance.

Eq. (6) of the robot is used in order to control the 
movement of the robot by using fuzzy genetic sliding 
mode control in presence of the disturbances. Hence, 
the posture error of the robot must tend asymptoti-
cally to zero:

 lim lim ( ) ( )p p t p te
t t r
→∞ →∞

= − = 0  (10)

3. Controller Design

3.1. Kinematic Controller Design

1) Angular Velocity Control
Each By using PD sliding surface, the selection of 

switch function is given as:

 s e e
1 1 1 2 1
= +ρ ρ   (11)

Where e e1
The derivative of the first sliding surface is:

   s e e
1 1 1 2 1
= +ρ ρ  (12)

2. Kinematics and Dynamic Modelling

2.1. Kinematic Model
Consider the differential drive which is indicated 

in Fig 1. The robot has two wheels and the speed of 
each wheel is given as follows:
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where   Tv   . 

Consider the posture error of mobile robot
 Teeee yxp   the reference posture is given as: 
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The vector of the desired velocity is:γ� =����, ω���. 

The position error of the mobile robot is given as: 
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The derivative of the trajectory tracking error is 
expressed as: 
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Consider the kinematic model (3) with disturbances [24], 
[25]: 
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Therefore, the vector  presents the disturbances in the 
two velocities: 
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The proposed control law of the two velocities must take 
the tracking error to zero while t tends to infinity by 
considering: 

maxvv  , max  . 

2.2. Dynamic Model 

When dynamic model of the robot is described as [26, 
27]: 
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Fig. 1. The mobile robot model

The linear velocity is given as:
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The angular velocity of the mobile robot is:
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The Kinematic model for a mobile robot is given 
by:
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where γ ω= ( )v T .
Consider the posture error of mobile robot 

p x ye e e e
T= ( )θ  the reference posture is given as: 

p x yr r r r
T= ( )θ .

The vector of the desired velocity is: γ ωr r r
Tv= ( , ) .

The position error of the mobile robot is given as:
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The derivative of the trajectory tracking error is 
expressed as:
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Consider the kinematic model (3) with distur-
bances [24], [25]:
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Therefore, the vector Ψ presents the disturbances 
in the two velocities:

 Ψ = ( ) v ω  (7)
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Appling the reaching control law:

 s k sign s
1 1 1
= − ( )  (13)

In order to attenuate the chattering problem, the 
discontinue function is replaced by saturation func-
tion:

 s k sat s
1 1 1
= − ( )  (14)

The control law of the angular velocity is given as:

  ω
ρ

ρ ω ρ ω ρ ω= − + +
1

2

1 1 2 1 1
( ( ))r r k sat s  (15)

This control law can make θe  converges to zero 
and, r . Therefore, in order to eliminate the ef-
fect of angular disturbances, the fuzzy system is ap-
plied.

2) Fuzzy Sliding Mode Control
The parameter k1 is chosen with fuzzy system in 

order to delete the effect of disturbances and reduces 
the chattering problem [28].

To select the value of k1, the relation between k1 
and the sliding surface s1 must be determined. So, at 
this case, the inputs of fuzzy system will be s1 and �s1
and the output will be kf.

The fuzzy sets of the inputs and output can be giv-
en as:
S1= {NP, NM, ZE, PS, PL}
�S1 = {NP, NM, ZE, PS, PL}
Kf = {NP, NM, ZE, PS, PL}

The control law (15) is becoming as follows:

  ω
ρ

ρ ω ρ ω ρ ωk r k r fk sat s= − + −
1

2

1 1 2 1
( ( ))  (16)

3) Linear Velocity Control
Now, to design the control of linear velocity, the 

sliding mode control is applied.
When the orientation error tends to zero, the er-

ror model (7) becomes as follows: 
 � �x y v v ve r e r= − + +ω  (17)

 y ye r e= −ω  (18)
The second sliding surface is selected as:
 s x ye e2  (19)

Using a sliding mode control which is given by: 
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By combination of the equation (13) and (14), the 
obtained result is:

 � � �s x y y x v ve e r e r e r c2  (21)

By introducing (17) and (18), the control law can 
be obtained as:
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The selected switching surfaces are given as:
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The obtained control law is: 
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Proof 1: to guarantee the stability of the system, the 
Lyapunov candidate is selected as:

 v s=
1

2
1

2  (26)

The derivative of this equation is given as:

  v s s s k sat s s k sat sf f= = − = −
1 1 1 1 1 1

( ( )) ( )  (27)

kf is positive and s sat s
1 1

0( ) ≥
Then,

 v ≤ 0 (28)

3.2. Dynamic Control Using Terminal Function

In this section, it is interesting to design the robot 
control torque in order to converge asymptotically 
the velocities error to zero.

Considering the dynamic model (9) and taking 
into account that the gravitational, centripetal, Cori-
olis, friction matrices and unknown disturbances are 
equal zero.

The dynamic model (9) becomes as follows:

 M q V q D t( ) ( ) ( )� �= +β τ  (29)

Hence, the dynamic control is based on terminal 
function; therefore the design of the control law con-
sists, firstly, in the choice of the sliding surface which 
is the error between the velocities of the robot:
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The derivative is given as:
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The sliding surfaces are choosing as:
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The derivative of the sliding surfaces is given as:
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Secondly, by using the fast terminal function (FTF), 
the form of the proposed sliding surface [23] is:

 s s s+ + =λ λη η
1 2

1 2 0  (34)
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Where, 0 1 1
1 2 1 2

≺ ≺ �η η η η, , ,   ∈ℜ.
The above equation can be written as:

 s s s= − −λ λη η
1 2

1 2  (35)

The time derivative of the first sliding surface is:

 s s s
3 1 3 2 3

1 2= − −λ λη η  (36)

Using the sliding mode:
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The control law is obtained as:
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This control law can be written as follows:
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Where:

 
A

I m
m I

, B
m I
m I  

Proof 2: To ensure the stability of the system, the 
Lyapunov function is selected as:

 V S ST
2

1

2
=  (41)

The time derivative of the Lyapunov function is:
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So, the system is asymptotically stable.
The selection of λ1, λ2 are done by genetic algo-

rithm, in order to achieve optimal values and accel-
erate the nonlinear equation (34) to converge to the 
origin.

1) Parameters Selection Using Genetic Algorithm
A genetic algorithm (GA) is a robust search meth-

od used to find approximate solutions in research 
problem optimization [29].

The diagram of control system is given in Fig. 2.
The structure of genetic algorithm (GA) is given as: 

1. Produce casual population of chromosomes that is 
given an appropriate solution. 

2. Reform the fitness of any chromosome of popula-
tion.

3. Produce a novel population by repeating the steps 
until the new population is complete. 

4. Choosing two parents of chromosomes from 
a population depending to their fitness. 

5. Crossover the parents to a novel offspring and if 
the condition is not satisfied, the offspring is the 
same of the parents.

6. Mutate the novel offspring at each position. 
7. Make the novel offspring in the new population. 

Finally, use the new parent populations, and if the 
final condition is verified, stop and return to the per-
fect solution of population. 

The precedent operation is repeated till the condi-
tion is verified [30].

A flow chart of the general scheme of the imple-
mentation of the technique is shown in Fig. 3.

In this work, the interested parameters to optimize 
are (λ1, λ2). So that the controlled system can achieve 
a good overall performance in the slide mode control 
design. It is desirable to have the fast reaching veloci-
ty into the switching hyper plane during the reaching 
phase and the corresponding state slides to the origin.

By using GA, firstly we selected a fitness function 
with two variables (λ1, λ2) to achieve optimal values.

 f fn n= ( , )λ λ
1 2

  (44)

Fig. 2. Structure of the control system
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When the fitness function is defined, the GA 
prospection search will depend on the requirement of 
this function. The choice of the defined fitness func-
tion is an important step, which permit to the system 
to attain the desired performance.

The gain parameters (λ1, λ2) of dynamic controller 
will be optimally chosen in order to tend the function 
fn to zero.

The fitness function that will be used is:

 f s s sn( , )λ λ λ λη η
1 2 3 1 3 2 3

1 2= + +  (45)

Choosing two intervals of the parameters 
λ1 = [λ11, λ12] and λ2 = [λ21, λ22], we obtain the optimal 
values (λ1opt, λ2opt), that minimize the fitness function 
and tend rapidly fn (λ1, λ2) = 0.

 By selecting optimal parameters λ1opt and λ2opt, the 
design control law t is given as follows: 
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Proof 3:To verify the stability of the system, new 
parameters are chosen, therefore the derivative of 
Lyapunov function is given as: 
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4. Results and Discussion
The software MATLAB/SIMULINK is selected in 

order to simulate the proposed control, and illus-
trate the behavior motion of the mobile robot. In this 
section, we evaluate through computer simulation, 
the ability of the proposed controller to stabilize the 
mobile robot trajectories. Different trajectories as 
sinusoidal, circular and specific are taken in consid-
eration. In the simulation, the desired angular and 
linear velocities are chose as vr = 2, ωr = 1, and the 
parameters of the kinematic controller are taken 
manually:
 k2 = 25, ρ1 = 20, ρ2 = 0.1, ρ3 = 0.9 

The parameters of the mobile robot are chosen as: 
m = 4 kg; I = 3 kg/m2; Ra = 0.03 m; L = 0.15 m;
The kinematic disturbance is implemented in time 
3 < t < 4 seconds into the velocity of the mobile robot 
which is given as follows:

 ω π= −1 5. sin( ) ( )t u t  

 v t u t= −1 5. sin( ) ( )π  
Where:

 u t
for t
elsewhere
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1 3 4
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The dynamic disturbances are inserted in time 
7 < t < 8 are given as:

 
D t t p t t p t( ) sin( ) ( ) sin( ) ( )= [ ]2 2  

Where:
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The initial position and orientation error is: 

( , ,2 3
3

m m rad)

The membership of the inputs and output are 
shown in the Fig. 4, Fig. 5 and Fig. 6.

By using the kinematic and dynamic controllers 
of the equations (25) and (46), the circular trajectory 
tracking is shown in Fig. 7.

Figure 9 shows the tracking errors and the inputs 
control v and ω is indicated in Fig. 8.

Figure 11 indicates the torques control and Fig. 12 
shows the velocity error. 
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The simulation results show the effectiveness of 
the proposed control laws for the dynamic and kin-
ematic model of the three trajectories (circular, sinu-
soidal, specific).

Hence, in the Fig. 7 the mobile robot can achieve 
the circular trajectory rapidly in short time among 
t = 4 s after inserting the kinematic disturbances and 
in the time t = 9 s after inserting the dynamic distur-
bances, therefore the asymptotic stability of the robot 
is assured and the tracking errors can converge to 
zero.

Moreover, in the Fig. 13 and Fig. 19 the mobile ro-
bot can attain the sinusoidal and specific trajectory in 
the time among t = 4 s after implementing the kine-
matics disturbances and in the time t = 10 s after in-
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serting the dynamic disturbances, therefore the track-
ing errors and velocity errors of the robot converge 
asymptotically to zero.

The general control law can assure the conver-
gence of the tracking errors to zero and guarantee the 
asymptotic stability of the system regarding to some 
kind of perturbation due to the robot wheeled slip-
ping, however the robot can follow the reference tra-
jectory rapidly.

5. Conclusion
In this work, a new control law is proposed for tra-

jectory tracking of nonholonomic mobile robots. The 
control law is divided in two parts. Firstly, the control 
law for the kinematic model is proposed by using PD 
sliding surface and fuzzy system in order to avoid the 
disturbances inserted in the system. Therefore the 
control can bring the error state of the robot to zero 
rapidly in short time. However, the stability of system 
is guaranteed and the system is asymptotically sta-
ble. Secondly the control law for the dynamic model 
is proposed based on classical sliding mode and fast 
terminal function (FTF). This control law converge 
the velocity error to zero and the asymptotic stability 
is proved.

The general control law has the ability to maintain 
the robot in the reference trajectory in the presence of 
the disturbances, which are presented in both models, 
dynamic and kinematic, respectively. The simulation 
works show the robustness of the proposed control 
law regarding to the different desired trajectory using 
for the robot, thus the convergent time from the initial 
state to zero is very short.

AUTHORS
Walid Benaziza*, Noureddine Slimane, Ali Mallem – 
Advanced Electronic laboratory, University of Batna 2, 
Batna, Algeria. E-mails: 
w.benaziza@univ-batna2.dz, 
Slimane_doudi@yahoo.fr, 
Ali_mallem@hotmail.fr.

* Corresponding author

REFERENCES
 [1]	 Campion	G.,	Bastin	G.,	Andrea-Novel	B.D.,	“Struc-

tural properties and classification of kinematic 
and dynamic models of wheeled mobile robots”. 
IEEE Trans Robotics Autom, 1996, vol. 12, issue 1, 
pp. 47–62.

 [2]	 Pedro	J.P.,	“A.	Trajectory-tracking	and	path-follow-
ing of underactuated autonomous vehicles with 
parametric modelling uncertainty”, IEEE Trans 
Autom Control, 2007,vol. 52, issue 8, pp. 1362– 
–1379. DOI: 10.1109/TAC.2007.902731.

 [3]	 Samson	C.,	“Control	of	chained	systems	applica-
tion to path following and time-varying point-
stabilization of mobile robots”, IEEE Trans. Au-
tom. Control, 1995, vol. 40, issue 1, pp. 64–77. 
ISSN 1558-2523. DOI: 10.1109/9.362899.

 [4]	 Wu	J.,	Xu	G.,	Yin	Z.,	“Robust	Adaptive	Control	for	
a Nonholonomic Mobile Robot with Unknown 
Parameters”, Jr Control Theory Appl, 2009, vol. 7, 
issue 2, pp. 212–218. ISSN 1993-0623. DOI: 
10.1007/s11768-009-7130-6.

 [5]	 Kanayama	 Y.,	 Kimura,	 Y.	 Miyazaki,	 F.,	 Noguchi,	
“T.	 A	 Stable	 Tracking	 Control	 Method	 for	 an	
Autonomous Mobile Robot”, IEEE Conf. Robot-
ics and Automation, Cincinnati, 1990, pp. 384– 
–389. ISBN 0-8186-9061-5.   
DOI: 10.1109/ROBOT.1990.126006.

 [6]	 N.M.	Dung,V.H.	Duy,	N.T.	Phuong,	S.B.	Kim	et al., 
“Two	Wheeled	Welding	Mobile	Robot	for	Track-
ing a Smooth Curved Welding Path Using Adap-
tive Sliding-Mode Control Technique”, Int. Jour-
nal of Control, Automation and Systems, 2007, 
vol. 5, issue 3, pp. 283–294.

 [7]	 Keighobadi	J.,	Mohamadi	Y.,	“Fuzzy	Sliding	Mode	
Control of a Non-Holonomic Wheeled Mobile 
Robot”. In: Proc. International Multiconferenc of 
Engineers and Computer Scientists, 2011, City: 
Hong Kong. ISBN978-1-4244-7429-5. DOI: 
10.1109/SAMI.2011.5738888.

 [8]	 Yang	J.,	Kim	J.,	“Sliding	Mode	Control	for	Trajec-
tory Tracking of Nonholonomic Wheeled Mobile 
Robots”, IEEE Trans. Robotics and Automation, 
1999,	 vol.	 15,	 pp.	 578–587.	 ISSN	 1042-296X.	
DOI: 10.1109/70.768190.

 [9]	 M.	 Namazov,	 O.	 Basturk.,	 “DC	 motor	 position	
control using fuzzy proportional-derivative con-
trollers with different defuzzification methods”, 
Turkish Journal of Fuzzy Systems, 2010, vol. 1, is-
sue 1, pp. 36–54. ISSN: 1309–1190.

[10]	 M.H.	 Zadeh,	 A.	 Yazdian,	 M.	 Mohamadian,	 “Ro-
bust Position Control in DC Motor by Fuzzy Slid-
ing Mode Control”, International Symposium on 
Power Electronics, Electrical Drives, Automation 
and Motion (SPEEDAM), 2006, pp. 1413–1418.

[11]	 V.I.	Utkin,	J.	Guldner,	J.	Shi,	Sliding mode control 
in electromechanical Systems. CRC Press, 1999. 
ISBN 9781420065602.

[12] E.S. Elyoussef, N.A. Martins, E.R. de Pieri, 
U.F.	 Moreno,	 “PD-super-twisting	 second	 or-
der sliding mode tracking control for a non-
holonomic wheeled mobile robot”. In: 19th IFAC 
World Congress, 2014, pp. 3827–3832. DOI: 
10.3182/20140824-6-ZA 1003.02210.

[13]	 Y.	Ma,	G.	Zheng,	W.	Perruquetti,	Z.	Qiu,	“Control	
of nonholonomic wheeled mobile robots via 
i-PID controller”. In: IEEE/RSJ Int. Conf. on Intel-
ligent Robots and Systems,	 2013,	 Tokyo,	 Japan,	
pp. 4413–4418. ISBN 978-1-4673-6358-7. DOI: 
10.1109/IROS.2013.6696990.

[14] M. Guerra, D. Efimov, G. Zheng, W. Perruquetti, 
“Finite-time	obstacle	avoidance	for	unicycle-like	
robot subject to additive input disturbances”. Au-
tonomous Robots, 2017, vol. 40, issue 1, pp. 19– 
–30. ISSN 1573-7527. DOI: 10.1007/s10514-
015-9526-0.

[15]	 Y.	Wang,	Z.	Miao,	H.	Zhong,	Q.	Pan,	“Simultaneous	
stabilization and tracking of nonholonomic mo-
bile robots: A Lyapunov-based approach”, IEEE 
Trans. on Control Systems Technology, 2015, 



Journal of Automation, Mobile Robotics & Intelligent Systems VOLUME  12,      N°  2      2018

60 Articles60

vol. 23, issue 4, pp. 1440–1450. DOI: 10.1109/
TCST.2014.2375812.

[16]	 X.	 Liu,	 H.	 Zhao,	 H.	 Liu,	 “Adaptive	 Fuzzy	 Non-
singular Terminal Sliding Mode Control for 
a Class of Uncertain Nonlinear Systems”, Journal 
of Information & Computational Science, 2013, 
vol. 10, issue 4, pp. 1229–1236.

[17]	 Z.	Man,	A.P.	Paplinski,	H.R.	Wu,	“A	robust	MIMO	
terminal sliding mode control scheme for rig-
id robotic manipulators”, IEEE Trans. Autom. 
Control, 1994, vol. 39, pp. 2464–2469. DOI: 
10.1109/9.362847.

[18]	 X.H.	Yu,	Z.	Man,	“Model	reference	adaptive	con-
trol systems with terminal sliding modes”, Int. 
J. Control, 1996, vol. 64, issue 6, pp. 1165–1176, 
DOI: 10.1080/00207179608921680

[19]	 V.	 Nekoukar,	 A.	 Erfanian.	 “Adaptive	 fuzzy	 ter-
minal sliding mode control for a class of MIMO 
uncertain nonlinear systems”, Fuzzy Sets and 
Systems, 2011, vol. 179, issue 1, pp. 34–49. DOI: 
10.1016/j.fss.2011.05.009.

[20]	 P.R.	Ouyangn,	 J.	Acob,	V.	Pano,	 “PD	with	sliding	
mode control for trajectory tracking of robotic 
system”, Robotics and Computer Integrated Man-
ufacturing, 2014, vol. 30, issue 2, pp. 189–200. 
DOI: 10.1016/j.rcim.2013.09.009.

[21]	 C.	 Su,	 G.	 Lii,	 H.	 Hwung,	 “Position	 control	 em-
ploying fuzzy-sliding mode and genetic algo-
rithms with a modified evolutionary direction 
operator”, International Journal of Cybernet-
ics & Systems, 2010, vol. 30, pp. 873–891. DOI: 
10.1080/019697200750038986.

[22] B.S.K.K. Ibrahim, R. Ngadengon, M.N. Ahmad, 
“Genetic	 algorithm	 optimized	 integral	 slid-
ing mode control of a direct drive robot arm”. 
In: Proceedings of the International Conference 
on Control, Automation and Information Sci-
ences (ICCAIS’12),	2012,	Ho	Chi	Minh,	Vietnam,	
pp. 328–333. ISBN 978-1-4673-0813-7. DOI: 
10.1109/ICCAIS.2012.6466612.

[23] S.E. Li, K. Deng, Recent Advances in Non-singular 
Terminal Sliding Mode Control Method, Springer-
Verlag	 Berlin	 Heidelberg,	 2014.	 ISBN	 978-3-
642-36385-6.

[24] N. Martins, E.S. Elyoussef, W. Bertol, E.R. de Pieri, 
U.F.	Moreno,	B.	Castelan,	“Trajectory	Tracking	of	
a Nonholonomic Mobile Robot with Kinematic 
Uncertainties	 and	 Disturbances:	 A	 Variable	
Structure Controller”, Journal of the Brazilian 
Neural Network Society, 2010, vol. 8, pp. 23–40.

[25]	 W.E.	Dixon,	D.M.	Dawson,	E.	Zergeroglu,	“Track-
ing and Regulation Control of a Mobile Robot 
System	 with	 Kinematic	 Disturbances:	 A	 Vari-
able, Structure-Like Approach”, Journal of Dy-
namic Systems, Measurement and Control, 2000, 
vol. 122, pp. 616–623. DOI: 10.1115/1.1316795.

[26]	 L.	Castillo,	T.	Aguilar,	S.	C’Ardenas,	“Fuzzy	logic	
tracking control for unicycle mobile robots”, 
Engeneering Letters, 2006, vol. 13, issue 3, 
pp. 73–77.

[27]	 L.T.-C.	Song,	K.-T.	Lee,	C.-H.	Teng,	“Tracking	con-
trol of unicycle-modelled mobile robot using 
a saturation feedback controller”, IEEE TRANC.

contr. syst. technol, 2001, vol. 9, issue 2, pp. 305–
318. ISSN1063-6536. DOI:10.1109/87.911382.

[28]	 D.R.	 Farzdaq,	R.	Yasien,	Q.	Khadim,	 “Chattering	
Attenuation of Sliding Mode Controller Using 
Genetic Algorithm and Fuzzy Logic Techniques”. 
Eng. & Tech. Journal, 2009, vol. 27, issue 14, 
pp. 2595-2610. ISSN 16816900 24120758.

[29] S.S. Rao, Optimization Theory and Practice, 4th 
Edition,	John	Wiley	&	Sons	Inc,	2009.	ISBN	978-
0-470-18352-6.

[30]	 M.	Rahul,	S.	Narinder,	S.	Yaduvir,	“Genetic	Algo-
rithms: Concepts, Design for Optimization of 
Process Controller”, Computer and information 
science, 2011, vol. 4, issue 2, pp. 39–54. DOI: 
10.5539/cis.v4n2p39.


