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Abstract:
In the automated environments, mobile robots play an 
important role to perform different tasks such as objects 
transportation and material handling. In this paper, a 
new method for a glassy elevator handling system based 
on H20 mobile robots is presented to connect distrib-
uted life science laboratories in multiple floors. Various 
labware and tube racks have to be transported to differ-
ent workstations. Locating of elevator door, entry but-
ton detection, internal buttons recognition, robot arm 
manipulation, current floor estimation, and elevator 
door status checking are the main operations to realize 
a successful elevator handling system. The H20 mobile 
robot has dual arms where each arm consists of 6 revo-
lute joints and a gripper. The gripper has two degrees of 
freedom. Different sensors have been employed with the 
robot to handle these operations such as Intel RealSense 
F200 vision sensor for entry and internal buttons detec-
tion with position estimation. A pressure sensor is used 
for current floor estimation inside the elevator. Also, an 
ultrasonic proximity distance sensor is utilized for check-
ing the elevator door status. Different strategies including 
HSL color representation, adaptive binary threshold, opti-
cal character recognition, and FIR smoothing filter have 
been employed for the elevator operations. For pressing 
operation, a hand camera base and a new elevator finger 
model are designed. The elevator finger is resolved in a 
way to fit the arm gripper which is used also to manipu-
late the labware containers. The Kinematic solution is uti-
lized for controlling the arms’ joints. A server/client socket 
architecture with TCP/IP command protocol is used for 
data exchange between Multi-Floor System and the H20 
robot arms. Many experiments were conducted in life 
science laboratories to validate the developed systems. 
Experimental results prove an efficient performance with 
high success rate under different lightening condition. 

Keywords: mobile robot, multi-floor, elevator handler, 
floor estimation, labware transportation system, kine-
matic analysis, robotic arm control, object detection and 
localization, Intel Real sense F200 sensor

1. Introduction
In recent years, the development of transporta-

tion systems based on mobile robots has progressed 
rapidly to meet requirements such as high precision, 
routine task execution, transportation in hazardous 

areas, and low-cost manufacturing. For automated 
life science laboratories, transportation task based 
mobile robots requires high precision of movement, 
the handling of lab equipment, the integration with 
automation islands, and scheduling the robot’s activ-
ity in accordance with the main laboratory’s control 
schedule. Most of the earlier developed transporta-
tion systems based on mobile robots work only on 
a single floor of restricted size [1]–[3].

In this work, H20 mobile robots (Dr. Robot, Canada) 
are used for labware transportation in multiple floors 
of life science environment. H20 robot is a wireless 
networked autonomous humanoid mobile robot. It 
has a PC tablet, dual arms, and an indoor GPS naviga-
tion system (see Figure 1).

Fig. 1. H20 mobile robots

Since the H20 mobile robot does not have the abil-
ity to climb stairs, an elevator operation management 
system is an essential aspect of moving between dif-
ferent floors in a multi-floor transportation system. 
The elevator handling system must include many op-
erations such as the locating of the elevator door and 
its status (open/closed), the detection and the press-
ing of entry and destination floor buttons, and the es-
timation of the current floor.   

The target button position can be estimated us-
ing a suitable visual sensor with a proper detection 
technique. The detection process includes the extrac-
tion of specific features from the image related to the 
target. In general, these features are divided into two 
categories. The first is the appearance features of ob-
jects such as the color, form, and size. Color detection 
can be performed using different color systems such 
as RGB, HSL, HSV, and YCbCr. The second category is 
the local texture, shape, and edges of the target itself. 
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The required features have to be extracted from the 
image to be matched with the features in the database 
related to the target. 

To find the target position, stereo vision system 
and 3D camera are considered the most appropriate 
visual sensors. But 3D cameras are more preferable 
because they provide directly the depth data without 
applying any complicated processes for the images as 
in the case of stereo vision.

Many methods have been used to handle elevator 
operations. Each has achieved some degree of suc-
cess, albeit with limitations. A template matching 
technique has been utilized to detect elevator buttons 
which achieved a success rate up to 85% for the en-
try button and 63% for floor buttons inside the eleva-
tor [4]implementation and experimental evaluation 
of a semi-humanoid robotic system for autonomous 
multi-floor navigation. This robot, a Personal Robot 2 
named Charlie, is capable of operating an elevator to 
travel between rooms located on separate floors. Our 
goal is to create a robotic assistant capable of locating 
points of interest, manipulating objects, and navigat-
ing between rooms in a multi-storied environment 
equipped with an elevator. Taking the elevator re-
quires the robot to (1. The disadvantage of this meth-
od is the excessive time required for buttons detec-
tion (4.5 s and 4.3 s, respectively). An artificial neural 
network has also been proposed to achieve the best 
matching by discarding weak candidates for entry and 
internal buttons detection [5]. However, this method 
has not been validated in a real elevator environment. 
Multiple symbol methods have been adopted for both 
external and internal buttons panel detection, while 
a combination of image processing techniques were 
utilized to recognize external and internal elevator 
buttons [6]. These methods achieved satisfactory per-
formance for button recognition but did not provide 
real coordinates, which are significant for guiding the 
robot’s arm in button pressing operations.

For current floor estimation, many techniques 
can be utilized, such as Radio-Frequency Identifica-
tion (RFID) [7], the Received Signal Strength (RSS) 
of a wireless network [8], and a height measurement 
system [9]. Each approach can realize floor estima-
tion but with some disadvantages and limitations. The 
RFID technique requires high costs since RFID anten-
nas have to be installed on each floor [7]. The floor 
estimation based on RSS has the same disadvantage 
of being very expensive since it would require at least 
4 wireless network sources on each floor to achieve 
an acceptable success rate [8]. On the other hand, the 
height measurement system depends on pressure 
sensors for floor estimation has a low-cost. It requires 
only one sensor attached to the robot for all floors [9]. 
But frequent recalibrations have to be performed to 
overcome the problem of wide daily variations in at-
mospheric pressure.

The design of elevator finger is one of the impor-
tant issues which plays a main role to achieve the 
buttons pressing operation. Some factors have to be 
taken into consideration to design a suitable finger 
model like the structure of end effector with gripper 

and the characteristics of the buttons like its shape 
and material, etc.

For pressing operation of elevator buttons, the ro-
botic arms have to be controlled reliably. This requires 
the position estimation of the target button with re-
spect to the arm base followed by using an accurate 
kinematic model to move the arm end effector to the 
target in a safe path. The kinematic analysis is how 
to describe the arm links motion without considering 
its forces. There are two types of kinematic models: 
forward kinematics (FK) and inverse kinematics (IK). 
The FK model is a mathematical model used to calcu-
late the end-effector pose relative to the arm base ac-
cording to the given joints’ angles. On the other hand, 
the IK model is a mathematical model used to calcu-
late the values of joints angles according to the given 
end-effector pose with respect to the arm base. The IK 
model considers as an important issue to enable the 
arm end-effector to reach the desired position accu-
rately. Generally, the IK problem can be solved using 
two approaches: analytic [10]–[12] "container-title": 
"IEEE Transactions on Aerospace and Electronic Sys-
tems", "page": "695-706", "volume": "AES-20", "issue": 
"6", "source": "IEEE Xplore", "abstract": "A geometric 
approach for deriving a consistent joint solution of 
a six-point PUMA1 robot is presented. The approach 
calls for the definition of various possible arm con-
figurations based on the link coordinate systems and 
human arm geometry. These arm configurations are 
then expressed in an exact mathematical way to al-
low the construction of arm configuration indicators 
and their corresponding decision equations. The arm 
configuration indicators are prespecified by a user for 
finding the joint solution. These indicators enable one 
to find a solution from the possible four solutions for 
the first three joints, a solution from the possible two 
solutions for the last three joints. The solution is cal-
culated in two stages. First a position vector pointing 
from the shoulder to the wrist is derived. This is used 
to derive the solution of the first three joints by look-
ing at the projection of the position vector onto the 
xi-1-yi-1(i = 1,2,3, and numeric [13]–[15] this paper 
investigates methods of resolved motion rate con-
trol (RMRC. Also, the arm joints’ limits and reachable 
workspace have to be taken into the consideration to 
control the robotic arm. Normally, the analytical ap-
proach is more preferable because all the exact so-
lutions can be found and it is computationally faster 
than the numerical approach.

In this paper, an elevator operation management 
system for H20 mobile robots is presented. In this 
system, the passive landmarks with the stargazer 
sensor module are employed to localize the robot in 
front of the elevator and inside it. The Intel RealSense 
F200 vision sensor is utilized for detection and posi-
tion calculation of entry and internal buttons. Several 
image processing techniques such as HSL color rep-
resentation, adaptive binary filter, shape and color 
filters are used for entry button detection. In addition 
to the previous techniques, the Optical Character Rec-
ognition (OCR) is employed to specify the destination 
floor label for internal buttons recognition.  For press-
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ing operation, a new finger design for the H20 mobile 
robot is presented and the kinematic solution is em-
ployed to control the arm joints movements. A robust 
current floor estimation based on height measure-
ment is utilized. As a height system hardware, the 
LPS25HP pressure sensor with STM32F411 micro-
controller is configured and programmed. The FIR 
smoothing filter with an adaptive calibration stage is 
utilized to overcome the problem of oscillation and 
wide daily variations in atmospheric pressure. Finally, 
the ultrasonic distance sensor is utilized for checking 
the elevator door status.

This paper is organized as follows: the architecture 
of the system is described in section 2, while section 3 
explains the selection of the vision sensor. The work-
ing process, the kinematic solution, and finger design 
are detailed in sections 4–6. Section 7 describes the 
outside elevator procedure while section 8 explains 
the inside procedure. The complete button pressing 
operation is explained in section 9. The final section 
summarizes the results.

2. System Architecture 
In recent years, researchers at the Center for Life 

Sciences Automation in Rostock (Germany), have de-
veloped a Hierarchical Workflow Management Sys-
tem (HWMS) to manage the entire process for estab-
lishing a fully automated laboratory [16]. The HWMS 
has a middle control layer which is a Transportation 
and Assistance Control System (TACS), including the 
Robot Remote Centre (RRC). The RRC is the layer be-
tween the Robot Board Computer (RBC) and the TACS. 
The RRC is a GUI developed to manage transportation 
tasks as follows. The transportation task is received 
and will be forwarded to the appropriate robot with 
the highest battery charge value. Finally, the transpor-
tation results are reported back to the TACS.

The Multi-Floor System (MFS) is the core compo-
nent of the RBC level [17]. It has been developed to 
execute the transportation tasks in multiple locations 
in automated life science laboratories. To execute the 
transportation task, the MFS is developed to realize 
the functions of a multiple floor navigation system 
with a Robot Arm Kinematic Module (RAKM) [18], 
Elevator Handler System (EHS) [19] a new system is 
presented to manage the elevator operations. A Wi-
Fi socket is established to connect with the ADAM 
module for calling the elevator and requesting the 
destination floor. This technique does not provide any 
feedback on the elevator’s door status or its current 
floor which in some situations can make the robot los-
ing its way to the destination. Computer vision can be 
utilized to identify the current floor. In some special 
situation (human obstacle between the robot camera 
and the floor number indicator, difficult light condi-
tions etc., and Collision Avoidance System (CAS) [20].

A multiple floor navigation system including map-
ping, indoor localization, path planning, an Internal 
Management Automated Door Controlling System 
(IMADCS), communication system, Internal Battery 
Charging Management System (IBCMS) has been re-
ported [17]. The MFS has been integrated with the 
Elevator Handling System (EHS) to interact with the 
elevator environment and to realize the necessary 
information regarding button positions, current floor 
number, and elevator door status. For grasping/plac-
ing/pressing operation, the MFS guides the robot to 
the destination position and sends a grasp, place, or 
press order to the RAKM with the required informa-
tion. The Robot motion center provides the way to 
control the robot hardware by receiving the robot 
sensors readings and executing the required move-
ments. The client-server connection architecture 
module (asynchronous socket) is used to control the 
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Fig. 2. Complete structure for mobile robot transportation system
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interaction of the MFS with these sub-systems over 
Ethernet. A TCP/IP command protocol based server-
client structure is used to guarantee the reliability 
and the expandability. So, any kind of devices can be 
added into the communication network conveniently 
with a new IP. Figure 2 shows the full structure of the 
mobile robot transportation system.

3. Selection of Suitable Visual Sensor
Multiple H20 mobile robots are used to perform 

multiple labware transportation between different 
workstations. Labware manipulation requires an ac-
curate process to achieve the grasping and placing 
tasks in a safe way [21]. Two Kinect sensors V2 are 
used with H20 mobile robot as shown in Figure 3. An 

ing the elevator buttons instead of the Kinect sensors. 
The Intel RealSense F200 camera is fixed on the H20 
arm where an appropriate camera base has been de-
signed for this reason as shown in Figure 4.

                        (a)                                          (b)

Fig. 3. a) H20 robot in grasping task; b) the H20 robot is 
in front of the elevator door

upper Kinect is installed on a holder with a suitable 
tilt angle to provide a clear view of the workstation 
which has multiple positions of labware containers 
as shown in Figure 3.a. The upper Kinect is used to 
identify and localize the required labware and holder 
for the manipulation task [22] ”container-title”:”2016 
IEEE 17th International Symposium on Computation-
al Intelligence and Informatics (CINTI. Polarization 
and intensity filters are fixed on the Kinect camera 
to decrease the effects of sunlight and glossy light on 
the identification process. The upper Kinect can’t be 
used for buttons detection because it doesn’t provide 
a clear view for the panel. Its position on the holder 
with its tilt angle makes the view direction of the cam-
era somehow parallel with the button panel (see Fig-
ure 3.b). On the other hand, the lower Kinect is used 
for obstacle avoidance and human-robot interaction 
[23]. It is not possible to detect the elevator button 
using the lower Kinect because it is not within the Ki-
nect FOV as shown in Figure 3.b. This requires to in-
crease the distance between the robot and the button 
panel to detect the button. But, in this case, the button 
will be out of the arm workspace. Furthermore, it is 
not feasible to move the robot closer to the panel af-
ter the step of button detection and localization. This 
is related to the lack of accurate feedback of robot 
pose after the movement step [24], where there are 
always errors in robot positioning after reaching the 
required location [18]. To cope with all these issues, 
a 3D hand camera is used to perform the task of press-

The Intel RealSense F200 camera was developed by 
Intel Company to work over short distances based on 
coded light technology to extract the depth informa-
tion. It has a full HD camera resolution (1,080 pixels at 
30 FPS), a working range (20–120 cm) for depth sens-
ing, gesture tracking at (20–60 cm), face recognition 
at (25–100 cm), and a microphone array for speech 
recognition. Figure 5 shows the components of Re-
alSense F200 camera where it works under Windows 
8, or 10 operating system. Since this camera extracts 
the depth information at a short range (20–120 cm), 
it has a limited view. This feature can be considered 
as a challenge because the camera has to be located 
at a suitable position in front of the buttons panel. 
Therefore, it requires a high robot positional accuracy 
to make the button within the camera FOV.

Fig. 4. 3D hand camera with its base

Fig. 5. RealSense F200 camera components

4. Working Process
The essential processes for the mobile robot to use 

the elevator are as follows. The elevator door has to 
be located, starting by finding the way to the eleva-
tor entrance based on a navigation system developed 
earlier [17]. Then the elevator entry button should be 
identified by finding the button landmark and its cen-
ter point in image coordinates and extracting the po-
sition information. This information is subsequently 
fed to the next stage of pressing the entry button. The 
button position is sent to the arm’s kinematic module 
which performs the required calculation to press the 
button and informs the MFS if the pressing operation 
is not possible. After this, the robot must enter the el-
evator, move to a predefined position after the door 
has opened. Afterward, the robot localizes itself based 
on recognizing a landmark inside the elevator. Next, 
the control panel which includes the buttons of floors 
numbers has be found and the destination floor must 
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be chosen. Then, the robot moves towards the control 
panel according to the ceiling landmark, finds the re-
quired X, Y, Z coordinates of the target button and then 
feeds this information to the next stage. The required 
calculation is then performed to press the destination 
floor button, using the kinematic module. After press-
ing the floor button, the elevator moves to the required 
floor and its door eventually opens. The reached des-
tination floor is checked and the destination map is 
loaded. Then, the robot can finally leave the elevator to 
complete the transportation task in the required floor.

Object detection process requires separating the 
image into regions to extract useful information which 
leads to find the target. The required button can be de-
tected according to its specific global or local features 
to be distinguished from the other objects in the view. 
Specific object features like its color, shape, or texture 
can be used to identify the target in the view. In case, 
that the target doesn’t have distinct adequate fea-
tures for detection, attached marks can be used. The 
position of mark or label can be considered as a ref-
erence to localize the target. This position has to be 
transformed to find the button position related to the 
camera. Then, another transformation step has to be 
performed to find the button position related to the ro-
bot finger which will press it. Afterward, the kinematic 
model calculates the required joints values to guide 
the arm finger to the button. The design of the finger is 
one of the most important issues which has to be taken 
into consideration to guarantee a successful task. Fig-
ure 6 shows the architecture of a pressing system for 
elevator buttons. 

an example of workstation which is combined be-
tween H20 mobile robots and Orca stationary robot. 
The H20 mobile robot uses the elevator to move to 
other floors for delivering the labware to the required 
workstations. 
 
5. Kinematic Analysis of H20 Arms

The H20 mobile robot has dual arms with 6-DOF 
and 2-DOF grippers. Figure 8 shows the joints struc-
ture of arms where the values of d3, d5, and de are 
0.236 m, 0.232 m, and 0.069 m, respectively [18]. The 
Denavit-Hartenberg (D-H) representation is used to 
describe the translation and rotation relationship be-
tween the arm links. According to D-H notation, there 
are four parameters to analyze the robotic arm: the 
link length (ai-1), the link twist (αi-1), the link offset 
(di), and the joint angle (θi) where (i) refers to the 
link number [26]. By following the D-H rules, the ho-
mogeneous transformations between adjacent links 
are defined. The D-H parameters and the limit of each 
joint are described in Table 1 [18].

Fig. 6. Architecture of button pressing system

Fig. 7. Combined workstation of H20 robots

The Multi-Floor transportation with mobile robots 
is very important to connect workstations in differ-
ent floors which in turn increases the productivity 
and saves human resources. This includes also the 
collective work of stationary robots and mobile ro-
bots to transport the labware to multiple stations to 
perform different analytical tests [25]. Figure 7 shows 

Fig. 8. H20 arms structure [27]

Table 1. D-H parameters and joints limit

Left and Right Arms

θi

α(i-1)

(L)

α(i-1)

(R)

a(i-1)

(LR)

di (m)

(L)

di (m)

(R)
Joints limit 

(LR)

θ1 0o 0o 0 0 0 -20o~192o

θ2 90o -90o 0 0 0 -200o~-85o

θ3 90o -90o 0 -0.236 0.236 -195o~15o

θ4 -90o 90o 0 0 0 -129o~0o

θ5 90o -90o 0 -0.232 0.232 0o~180o

θ6 -90o 90o 0 0 0 -60o~85o

 The analytic IK solution of H20 arms has been 
found using the reverse decoupling mechanism 
method [18], [28], [29]. The strategy of this method 
depends on viewing the kinematic chain of the ma-
nipulator in reverse order with decoupling the posi-
tion and orientation. In other words, the arm can be 
viewed in reverse order so that the pose of the arm 
base can be described relative to the end effector.  
The kinematics solutions have been validated and 
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simulated using MATLAB with robotics toolbox [18]. 
Also, a selecting algorithm is used to choose the suit-
able solution within multiple solutions. Moreover, the 
IK solutions for three cases of singularity have been 
found [18]. The singularity is the case when some 
joint axes are aligned with each other. This leads to 
eliminate one or more degrees of freedom.

6. Finger Design
For labware transportation with the mobile robots, 

suitable grippers with labware containers have been 
designed [21]. Since the labware contains chemical 
and/or biological components, any kind of spilling 
has to be avoided. Therefore, a specific design of grip-
pers and labware containers is required to guarantee 
secure grasping and placing operations. Figure 9.a 
shows the designs of the grippers and Figure 9.b shows 
the bottom design of labware containers [21]. Related 
to the operation of button pressing, the arm gripper 
can’t be used directly for this task. This is related to 

7. Elevator Entry Process
This section covers the robot requirements before 

entering the elevator. This includes finding the eleva-
tor entrance door, the recognition of the entry button, 
the determination of the real position, the detection 
of the elevator door’s status, and finally going inside 
the elevator. All these aspects are explained in detail 
in the following sections. 

7.1. Movement to Elevator Area
The first step in elevator handling is the determi-

nation of the elevator zone. Then, the required analy-
sis is performed and processes are activated to reach 
the target destination. This stage is performed based 
on predefined waypoints on the map of the elevator 
area. This depend on the reflective artificial land-
marks installed near the elevator to read the exact 
position and direction of the robot. Based on this in-
formation, the robot moves until it reaches the best 
position, as shown in Figure 12.a. This movement is 
the basis for the next two stages which are entry but-
ton detection and elevator entrance door status rec-

                 (a)                                (b)                     (c)

Fig. 9. Design of a) arm gripper, b) labware container 
bottom, c) button finger bottom

the arm workspace and robot position in front of the 
button panel. The robot has to be at a specific distance 
to the panel to press the button and to enter the eleva-
tor. Therefore, an elevator finger with a specific length 
has been designed as shown in Figure 9.c. The bottom 
design of labware container and elevator finger is the 
same to fit the gripper design. Figure 10 shows the 3D 
model of elevator finger with labware container and 
how the gripper grasps them. For labware transpor-
tation and buttons pressing purposes, a holder has 
been installed on the H20 body. This holder has two 
placing positions for left and right arms to be used for 
secure transportation of labware and elevator finger. 
The elevator finger has to be placed on the right posi-
tion of the holder to be manipulated by the right arm 
for pressing the required button. Figure 11 shows the 
holder and how the elevator finger sits on it. The fin-
ger has a spring in the middle and a rubber end tip for 
reliable pressing tasks.

                        (a)                                                 (b)

Fig. 10. 3D model of, a) gripper with elevator finger,  
b) gripper with labware container [21]

                         (a)                                           (b) 

Fig. 11. a) Holder for elevator finger and labware conta-
iner, b) the elevator finger sits on the holder

Fig. 12. Robot position outside elevator

a) Entry position movement idea

b) Higher accuracy robot positioning
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(a)

 
(b)

Fig. 15.  Entry button detection based on F200

ognition. The H20 mobile robot arms have a limited 
workspace, and thus it is necessary to control the ro-
bot until it reaches a desired predefined position with 
high accuracy so that the arm is able to work within 
its workspace. The arm should move in a vertical 
straight path to the panel to press the button where 
its workspace is increased or decreased according to 
the robot’s position near the elevator area. The robot 
must locate itself in a specific position that allows to 
press the entry button and to enter the elevator after 
changing its orientation when the door opens. There-
fore, a hybrid method is used to achieve a higher po-
sitional accuracy, which utilizes a correction function 
based on SGM (see Figure 12.b) and a motor encoder 
correction based on an ultrasonic distance sensor as 
follows. First, the movement core is utilized until the 
predefined position is achieved. The movement re-
peatability reaches 5 cm in the x-axis and 3.5 cm in y-
axis [17].  Then a correction procedure is performed 
to reach the predefined position with a repeatability 
of 3 cm in x-axis and 2 cm in y-axis based on the last 
movement direction. Finally, the ultrasonic distance 
sensor with the motor encoder is employed to ensure 
that the robot reaches the exact distance to the door 
within an accuracy range of 1–2 cm. 

7.2. External Button Detection
 The glass elevator used has a passenger cabin with 

two sides made of glass panels and metal frames. The 
transparent surfaces add a big challenge for entry but-
ton detection, especially in sunny weather. The entry 
button detection technique uses computer vision and 
a depth sensor. It uses an Intel F200 sensor to acquire 
the RGB image and depth information. Since the entry 
button and its panel are made from the same reflec-
tive material, the detection of the button is difficult 
to be realized. Therefore, a landmark has been fixed 
close to the entry button with a specific shape and 
color to perform an easy and applicable recognition 
process by the mobile robot as shown in Figure 13. 
The elevator entry button detection process starts by 
initializing the F200 camera with the required frame 
rate, image resolution, and depth resolution. Then an 
image is captured from the F200 RGB sensor and a fil-
tering step is applied to remove the unwanted band of 
colors. The edges of the detected object are extracted 
to find the shape of the button landmark. Afterward, 
the position of mark center point is calibrated to be 

related to the button center point Various filters re-
lated to shape recognition can be applied such as size 
and distortion in order to increase the success rate. Fi-
nally, the mapping between the RGB and depth pixels 
is performed to derive the real and accurate position 
coordinates of the landmark related to the 3D camera.

Two kinds of color representation filters are used to 
remove the background and retain the required color 
range for the button which are RGB and HSL filters. 
The working environment has different lighting and 
sunlight conditions which may easily affect the detec-
tion process with RGB color system. Thus, the success 
rate may be reduced significantly. This problem has 
been solved by using HSL color representation which 
is more stable against dynamic lighting conditions. The 
flowchart of button detection is shown in Figure 14.

Fig. 13. Elevator entry button and its colored landmark

An experiment was performed to examine the per-
formance of the F200 vision sensor with the HSL filter 
method for entry button detection. The F200 camera 
was installed on a camera stand in front of the external 
button as shown in Figure 15.a. The experiment was 
repeated 100 times for each distance (13, 20, 30, and 

Get F200 Image stream

Shape Edge Searching

Get F200 Depth stream

Real coordinates

Image and depth Real Coordinates
Extracted

N
Report error

Message to the MFS

Y

Shape, Color, Size

N

 
Fig. 14. HSL-based entry button detection

84%

0%

100%

13 20 30 40

Su
cc

es
s

Ra
te

cm
Real Coord. (Sunny)

Real Coord. (Normal)



Journal of Automation, Mobile Robotics & Intelligent Systems VOLUME  11,      N°  4        2017

Articles 41

40 cm) and under different lighting conditions. The 
experiment results are shown in the chart in Figure 
15.b, and it is clear that the entry button detection ba-
sed on the F200 camera gives stable depth detection 
even at 13 cm under different lighting conditions, and 
entry button recognition was 100% successful in nor-
mal weather. Sunny weather reduced the success rate 
of the detection operation to 96% when the distance 
was 40 cm. The standard deviations (STDEV), means, 
and tolerance of entry button detection in sunny and 
cloudy weather are shown in Figure 15:  Entry button 
detection based on F200.

Table 2 and Table 3, where tolerance can be de-
fined as the possible limits of variation in the value 
of positional error that can be found by calculating 
the difference between the maximum and the mini-
mum readings value. The calculated tolerance values 
cannot be improved since it depends on the F200 
hardware. In these tables, the extracted entry button 
position referenced to the origin point of the utilized 
camera. Thus, the x and y values can be positive/nega-
tive due to entry button position from the camera.

Table 2. Entry button detection in sunny weather and at 
different distance

D
istance to Entry Button

Cartesian Coordinates

M
ean

STD
EV

Tolerance

U
nit

13 cm

X -3.955 0.004 ± 0.014 cm

Y 0.869 0.014 ± 0.014 cm

Z 13.100 0.00 0 cm

20 cm

X -3.665 0.008 ± 0.0215 cm

Y 1.290 0.011 ± 0.021 cm

Z 20.000 0.00 0 cm

30 cm

X -4.434 0.025 ± 0.0315 cm

Y 1.775 0.057 ± 0.066 cm

Z 29.978 0.042 ± 0.05 cm

40 cm

X -3.337 0.037 ± 0.046 cm

Y 2.156 0.003 ± 0.003 cm

Z 39.937 0.049 ± 0.05 cm

Table 3. Entry button detection in cloudy weather at 
different distances

D
istance to Entry Button

Cartesian Coordinates

M
ean

STD
EV

Tolerance

U
nit

13 cm

X 0.870 0.019 ± 0.0305 cm

Y 0.632 0.014 ± 0.016 cm

Z 12.974 0.044 ± 0.05 cm

20 cm

X 1.074 0.024 ± 0.063 cm

Y 1.072 0.018 ± 0.021 cm

Z 20.000 0.00 0 cm

30 cm

X 0.515 0.034 ± 0.0945 cm

Y 1.500 0.011 ± 0.066 cm

Z 30.101 0.010 ± 0.05 cm

40 cm

X -1.107 0.00 ± 0.0015 cm

Y 1.901 0.001 ± 0.002 cm

Z 39.798 0.014 ± 0.05 cm

Another possibility to avoid the sunlight effects on 
color detection process are local features matching 
algorithms [30]–[32]. These algorithms are somehow 
independent to the changes in scale, illumination, and 
orientation. The speeded-up robust features (SURF) 
algorithm can be considered as an efficient object 
recognition method with a fast scale- and rotation-
invariant detector and descriptor [33]. The process 
starts with an offline step by capturing an image of the 
target to be saved in the database as a matching refer-
ence. Then, the matching process is performed by ex-
tracting local features from the reference image to be 
identified with the current image. A specific textured 
mark has been fixed on the panel of the entry button. 
This mark is considered as a reference to localize the 
button for pressing operation. The reference mark is 
recognized and localized using SURF algorithm with 
Intel F200 camera. Then, this information is used to 
guide the finger to the target and press the button as 
shown in Figure 16.
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7.3. Elevator Opening Detection
Once the entry button has been pressed, the ro-

bot has to enter the elevator. The mobile robot has to 
monitor the status of the entrance door and checks 
if there is free space in the elevator when the door 
has opened. The H20 mobile robot is equipped with 
many sensor modules, including IR distance approxi-
mation and ultrasonic detection. Since the elevator 
door consists of a metal frame with glass panels, the 
IR sensor module cannot be used since the IR beam 
does not reflected from glass surfaces. Therefore, the 
ultrasonic distance sensor has been chosen as a range 
finder sensor to detect the door’s status. A new meth-
od was established for checking the elevator door 
status based on the ultrasonic distance sensor. The 
data from the ultrasonic distance sensor determines 
whether the elevator door is opened or closed, and in 
addition detects whether the elevator has a free space 
or not. 

8. Destination Floor Transition
It is important for the mobile robot to localize it-

self inside the elevator to reach the control panel. 
Two method can be used for inside elevator localiza-
tion. The first is based on the ceiling light as a natural 
landmark as shown in Figure 17.a. This landmark has 
unique features and it can be extracted easily using 
the vision sensor. However, using the ceiling light as 

stability. Next, the buttons on the control panel with 
the destination floor have to be detected to read the 
current floor and to leave the elevator when the door 
is opened. The movement strategy inside the elevator, 
internal button detection, and current floor reading 
methods are explained in detail in this section.

8.1. Robot Movement Inside Elevator
The arm’s limited workspace and the small size of 

the cabin add further challenges for the robot move-
ment inside the elevator. To overcome these difficul-
ties, the movement core utilizes the installed landmark 
with a correction procedure to reach a predefined po-
sition accurately. Then, the robot rotates towards the 
control panel. Finally, the ultrasonic range finder sen-
sor with the motor encoder is employed to reach the 
exact position in front of the panel to conform to the 
arm’s limited workspace. These procedures (clarified 
in Figure 18) are the basis for destination floor button 
pressing operation. After completion, the movement 
core returns the robot back towards the starting posi-
tion so that it can leave the elevator safely when the 
destination floor is reached.

Fig. 16. SURF algorithm with F200 camera for button 
detection and localization

                          (a)     (b)

Fig. 17. a) Ceiling light natural landmark and b) artificial 
landmark inside the elevator

Fig. 18. Robot behavior inside the elevator

8.2. Internal Button Detection
As a first stage to detect the destination floor but-

ton, the movement core is used to specify the destina-
tion floor. At this level, the movement core depends 
on the transportation task status (Grasp Position 
Done, Place Position Done, and Charge Position Done) 
to determine the current destination. When the robot 
enters the elevator, the movement core checks the 
current destination floor based on the current inter-
mediate goal, as clarified in Table 4. For example, if the 
grasping operation has been completed, the placing 
operation floor has to be requested. Then the elevator 
is directed to go to the required destination floor.

Fig. 19. Buttons inside the elevator

a landmark is not secure since it may break at any 
time. The second method is based on an artificial pas-
sive landmark and SGM to localize the robot inside 
the elevator as shown in Figure 17.b. After perform-
ing many experiments, localization inside the elevator 
based on artificial landmarks was adopted due to its 
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Table 4. Destination floor selection strategy

Grasp 
Station
Done

Place 
Station
Done

Charge 
Station
Done

Entry Button Internal Button

not yet not yet not yet Current Floor
Grasp Station 

Floor

Done not yet not yet Current Floor
Place Station 

Floor

Done Done not yet Current Floor
Charge Station 

Floor

At this level of the elevator handling system, the 
Optical Character Recognition (OCR) is embedded 
with a new method to find the internal buttons (see 
Figure 19). In this method, it is important to recognize 
each button label separately, and thus the developed 
method applies a combination of filters. These include 
grayscale conversion, which makes the captured im-
age suitable for subsequent stages, stretch contrast 
to improve the contrast in the image by stretching 
the domain of intensity, and an adaptive threshold to 
choose the best threshold under different light con-
ditions for binary image conversion. Next, the search 
among each button candidate uses specific width and 
height features and takes the inverse value of the pix-
el and flips the candidate images horizontally (as the 
F200 image stream has a mirror image) to make them 
suitable for the OCR stage. Each extracted candidate 
passes to the OCR engine for comparison with the 
required destination and finally, based on the posi-
tion of the matching candidate’s the image and depth 
information, the real coordinates are extracted and 
translated into a robot arm reference.

Figure 20 demonstrates the internal button detec-
tion flowchart.

An experiment was conducted to verify the internal 
button detection method. The Intel RealSense F200 
(RGB-D) sensor was positioned facing the internal 
control panel experiment was repeated a hundred 
times for each button. The F200 captured an image 
and the processed image with the related information 
(extracted coordinate, the real button coordinate, the 
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Fig. 23. Internal buttons detection success rate compa-
rison

detection time, etc…) are demonstrated in Figure 21. 
The extracted real button coordinates were measured 
based on the F200 as a reference position. Button real 
coordinates are reported as a chart for each button 
separately as clarified in Figure 22.

In in Figure 22, the red circles indicate the false 
negative cases while the green circles represent false 
positive cases. The false positive appeared when the 
system detects the original number on the button in-
stead of the installed landmark. Therefore, the num-
bers on the buttons were covered and the detection 
experiments have been repeated. The new results of 
600 experiments show that the false positive errors 
were removed and the success rate reaches to 99.5% 
as shown in Figure 23.

8.3. Current Floor Estimation
The floor estimation technique is applied to inform 

the robot about its current position inside the eleva-
tor. When the destination matches the current floor 
and the ultrasonic distance sensor recognizes the 
door status as opened, the robot can leave the eleva-
tor. As a first method, a computer vision method was 
used to read the current floor number indicator in the 
glassy elevator environment. As explained later in this 
section, this approach has many limitations and thus 
a current floor estimation method based on a height 
measurement system is utilized instead.

8.3.1. Floor Reader Based On Computer Vision
This system recognizes the current floor number 

which is installed in the elevator shaft for each floor 
based on computer vision as shown in Figure 24. As 

Fig. 24. Floor number installed on elevator door

a first step, the image is converted to grayscale to 
make it suitable for the adaptive binary threshold 
filter. Secondly, the objects inside the processed bi-
nary image are collected to choose the best candidate 
based on size. Finally, the OCR engine is applied to the 
candidate object to recognize the floor number. When 
the destination matches the current floor number, the 
robot leaves the elevator. This approach has been vali-
dated in normal weather conditions and its function-
ality proved with a success rate reaching 99% [34]. 
However, this approach has many limitations. Since 
the floor number mark is installed over a glassy sur-
face, the robot may not be able to read the number at 
some times of the day because of sunlight reflecting 
over the number mark. The F200 camera is installed 
in the robot’s arm thus; the arm should be lifted all the 
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time so it can read the number mark which consumes 
a lot of power. The robot must also detect the floor 
number before the door is opened, and in certain situ-
ations such as a human forming an obstacle between 
the robot camera and the floor number indicator the 
robot will fail to detect the floor number mark. Incor-
rect current floor estimation can make the robot lose 
its way to the destination. Thus, an innovative current 
floor estimation method based on a height measure-
ment system is used instead. 

8.3.2. Floor Estimation System Based On Height  
Measurement

As a hardware platform for the height measurement 
system, the LPS25HB pressure sensor and STM32L053 
microcontroller were configured and programmed to 
detect the current floor position. Many challenges must 
be solved to use the pressure sensor as a floor estima-
tion system which are as follows. Firstly, a soldering 
drift, which is defined as the difference between the 
accuracy of the sensor before and after soldering, ap-
peared when the pressure sensor was attached to the 
STM32L053 microcontroller. A one-point calibration 
technique was used to solve the soldering drift prob-
lem by comparing the pressure sensor readings after 
attachment with a precision barometer. The difference 
was calculated and added to each pressure sensor read-
ing. Secondly, the absolute digital barometer (pressure 
sensor) readings at the same floor of the building keep 
changing in a day due to various weather condition. 
The oscillation of the output signal and wide variations 
in readings during the week would reduce the utility of 
this technique for floor detection. Two methods were 
applied to deal with the variations in pressure. Firstly, 
a smoothing filter with a finite impulse response (FIR) 
structure was used to solve the problem of small varia-
tions in pressure sensor readings, and an adaptive 
calibration method was used to calibrate the sensor 
readings for the robot’s current floor before entering 
the elevator in order to overcome the wide variation in 
daily pressure readings [19]a new system is presented 
to manage the elevator operations. A Wi-Fi socket is es-
tablished to connect with the ADAM module for calling 
the elevator and requesting the destination floor. This 
technique does not provide any feedback on the el-
evator’s door status or its current floor which in some 
situations can make the robot losing its way to the 
destination. Computer vision can be utilized to iden-
tify the current floor. In some special situation (human 
obstacle between the robot camera and the floor num-
ber indicator, difficult light conditions etc. This method 
proves its efficiency with 100% success rate.

9. Elevator Handling System and Robot Arm 
Kinematic Module Sockets

The EHS is a stand-alone program created to han-
dle the elevator operations for multi-floor navigation. 
This system has the ability to detect the elevator en-
vironment through the following process. The exact 
position of the elevator entry button is first extracted. 
Then, the destination key is selected, and the current 
floor number is read. All this information is sent back 
over the socket to the MFS. 

The system of button pressing operation has been 
realized using three main coding platforms which 
are the MFS, RAKM, and the button detection and lo-
calization using F200 camera. These 3 systems are 
connected with each other through an asynchronous 
socket. The 3 coding platforms exchange the orders 
and information between each other using 2 client-
server communication models as shown in Figure 
25. The MFS receives the X, Y, Z position information 
from the module of button detection and localization. 
Then, the MFS sends this information as an order to 
the RAKM to press the button. Afterward, the RAKM 
sends back the performance status to the MFS. Addi-
tionally, the RAKM socket is used also for transporta-
tion tasks to send a grasping and placing order. The 
RAKM informs the MFS when the requested operation 
(grasp, place, or press button) has been performed. 
The MFS system waits for a predefined time and then, 
if the RAKM fails to complete the task, it informs the 
RRC and stops the current transportation task to save 
time. Figure 26 shows the data flow between MFS, 
RAKM, and elevator handler.

Fig. 25. Client-server models for button pressing ope-
ration

Fig. 26. Data flow between the MFS, elevator handler 
System, and RAKM

10. The Button Operation (Complete Scenario)
The entry and internal buttons detection and cur-

rent floor reading methods have been developed as 
the main operations of elevator handling system. In 
the EHS, the F200 camera is utilized as an RGB-D sen-
sor with HSL filtering for a stable color detection. The 
MFS with the EHS and the arm’s kinematic module 
are developed to perform the detection and pressing 
operation for the required button. The button press-
ing operation procedures can be explained as follows. 
The movement core unit is used to reach the accurate 
elevator button detection position. The MFS is then 
sending an initial movement request via a socket 
to the arm’s kinematic module. Afterward, the EHS 
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sends an initial request via a socket to the F200 cam-
era after the arm reaches its initial position. The arm 
initial movement is essential to place the camera with 
arm finger in a close position in front of the required 
button. The destination button label is detected and 
its real coordinate’s position is extracted. A check-
ing process related to button detection is performed. 
The detection request is re-sent to the EHS if it fails 
to detect the button after 3 attempts. After the button 
detection step, its extracted position is sent back to 
the MFS. This position information belongs to the po-
sition of button label related to the camera. Therefore, 
two calibration steps are required. The first is to find 
the button position related to the camera according 
to the position difference between the button and its 
label. The second is to find the position of button re-
lated to elevator finger according to the position dif-
ference between the camera and finger. 

Finally, a pressing order is sent with the required x, 
y, and z coordinate to the kinematic module to move 
the arm to the target. For pressing operation, the in-
verse kinematic solution is utilized to calculate the 
required angles of the arm joints based on the des-
tination button position. The calculated joint angles 
are then sent via socket to the arm’s servo motors. 
The flowchart of this scenario is shown in Figure 27. 
In the case of failure at any of these stages, the MFS 
rearranges the transportation task to complete it or to 

Fig. 27. Complete scenario
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return to the charge station and informs the RRC level 
about the failure.

To press the required button, the arm should firstly 
grasp the elevator finger from the H20 holder and then 
moves to the initial position to be close to the button. 
The initial position of arm movement depends on the 
position of the button related to the arm shoulder. The 
elevator entry button and the internal buttons inside 
the elevator (see Figure 28) have a fixed height related 
to the arm shoulder. According to the height of each 
button and the range of error positioning in front of 
the button panel, the initial position of the finger can 
be estimated. This step is essential to provide a clear 
view for the 3D camera to detect the required button. 
Also, this step makes the finger close to the target to 
realize a small arm movement to press the button. 

Fig. 28. Positions of buttons inside the elevator
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The process of entering the elevator has to be orga-
nized carefully by the robot. There is an IR transmitter 
and receiver on the both sides of the elevator door. Af-
ter pressing the entry button, the elevator door keeps 
open for 15 seconds in case that nobody blocks the 
IR signals by entering the elevator. This time is quite 
enough for the robot to enter the elevator. In case that 
someone enters the elevator, the door keeps open for 
just 3 seconds. This time is very short which causes 
collision of the door with the H20 robot body. Another 
problem is related to the interference of IR signals of 
F200 camera with the IR signals of the elevator door. 
This causes the same effect of blocking the IR signals 
when someone enters the elevator. To cope with this 
issue, the left arm of the H20 robot is configured to 
be in front of the body as shown in Figure 29. The left 
arm keeps blocking the elevator signals which in turn 
keeps the door open and avoids the collision of the 
door with the robot during its movement.   

Fig. 29. Left arm configuration to keep the elevator 
door open

An experiment was performed to validate the eleva-
tor entry button detection with RAKM in a real trans-
portation task. In this experiment, the robot speed 
was 0.2 m/s while the angular speed was 0.34 rad/s. 
The H20 mobile robot was employed for the transpor-
tation task. The MFS started to execute a multi-floor 
transportation task between the second and third 
floors at the celisca building. When the MFS reached 
the predefined elevator entry position (the position 
that allows the robot to enter the elevator directly 
after opening the door), the MFS requested that the 
EHS initialize the F200 camera and order the RAKM 
to control the robot arm. The RAKM starts its work-
ing process by grasping the finger as a new end ef-
fector for button pressing then controlling the arm to 
move to the initial detection position. After complet-
ing the entry button detection method and extracting 
the button’s real x, y, and z coordinates, the RAKM will 
press the button. This experiment was repeated for 
ten times. Each time the communication sockets suc-
cess to transport the MFS orders to the EHS and the 
RAKM and the EHS detect the entry position and send 
the x, y, and z coordinate to the MFS to add the calibra-
tion value then send it to RAKM for pressing opera-
tion. The robot succeeds to reach the elevator entry 
button position with repeatability range is ±1.25cm 
for x-axis and ±1cm for the y-axis. The steps of press-
ing scenario are shown in Figure 30: Complete opera-
tion scenario.

(a) Starting step (arm at rest configuration)

(b) RAKM pick the finger

(c)   Finger attached to the robot arm

(d) Arm reach to initial position and button is 
detected

(e) Entry button is pressed

(f) Elevator door is opened

Fig. 30. Complete operation scenario
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In the pressing operation of entry button, the ro-
botic arm moves firstly from the rest configuration to 
the manipulation point of the elevator finger to grasp 
it. The elevator finger is placed on the robot holder. 
Then the arm moves with the finger to the initial po-
sition according to the required button. At the rest 
configuration, the position of the end effector related 
to the arm shoulder is (X= 0.566m, Y= 0 m, Z= 0m). 
This position information is according to the shoul-
der coordinates which is shown in Figure 8 where X 
represents the arm length in the rest configuration. 
Figure 31 shows a chart for the changes in the end 

of the end effector in XY plane for the same exam-
ple. Furthermore, Table 5 shows the changes of arm 
joints’ values in degrees from the rest configuration to 
the finger grasping point and then to the initial posi-
tion. full required time for pressing the entry button 
is about 43 seconds. The work has been developed 
using Microsoft Visual Studio 2015 with C# program-
ming language. The project is running on a Windows 
10 platform in the H20 tablet.   

 
11. Conclusion

A new approach to handle the glassy elevator op-
erations based mobile robot is presented to enable 
multi-floor transportation in life science laboratories. 
Passive landmarks with stargazer sensor model are 
utilized to localize the robot in front of the elevator. 
The Intel RealSense F200 vision sensor is used for 
entry and internal buttons detection and localization. 
This sensor is fixed on the robot arm to reduce the ef-
fect of the sunlight on the entry button detection and 
to compensate the weakness of the H20 arm joints. 
A landmark has been installed around the entry but-
ton with a specific shape and color so as to enable an 
easy and applicable recognition process. The Optical 
Character Recognition (OCR) algorithm is used to rec-
ognize the numbers of elevator internal buttons. The 
LPS25HB pressure sensor and STM32L053 microcon-
troller were configured and programmed to work as 
a hardware platform for robust current floor estima-
tion approach. For buttons pressing operation, a kine-
matic solution is employed to control the arm joints 
movement and a special finger model is designed. An 
IEEE 802.11g communication network with server-
client structure and TCP/IP command protocol is 
used to establish a reliable and extendable commu-
nication network. Three sets of the experiment have 
been performed to validate the presented systems. 
The experiment results approve that the presented 
elevator’s operations handler system has an efficient 
performance, which meets the requirement of life sci-
ence transportation task based on mobile robots.
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Fig. 32. End effector path in XY plane
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rest configuration to the initial position for entry but-
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