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Abstract:
We discuss several extensions of binary Boolean funcƟ-
ons acƟng on the domain [0, 1]. Formally, there are 16
disjoint classes of such funcƟons, covering a majority of
binary funcƟons considered in fuzzy set theory. We in-
troduce and discuss dualiƟes in this framework, stres-
sing the links between different subclasses of considered
funcƟons, e.g., the link between conjuncƟve and impli-
caƟon funcƟons. Special classes of considered funcƟons
are characterized, among others, by parƟcular kinds of
monotonicity. Relaxing these constraints by considering
monotonicity in one direcƟon only, we generalize stan-
dard classes of aggregaƟon funcƟons, implicaƟons, semi-
copulas, etc., into larger classes called pre-aggregaƟons,
pre-implicaƟons, pre-semicopulas, etc. Note that the du-
aliƟes discussed for the standard classes also relate the
new extended classes of pre-funcƟons.

Keywords: aggregaƟon funcƟon, conjuctor, direcƟonal
monotonicity, disjunctor, duality, implicaƟon funcƟon,
pre-aggregaƟon funcƟon, pre-implicaƟon funcƟon

1. IntroducƟon
Fuzzy set theory introduced by Zadeh [11] was ba-

sed on [0, 1]-extensions of Boolean functions. We will
consider the binary functions only, though the other
arities could be considered in a similarway. Recall that
there are exactly 16 Boolean functions 𝐵ఉ ∶ {0, 1}

ଶ →
{0, 1} , 𝛽 ∈ {0, 1, … , 15}, where

𝛽 = 8𝐵ఉ(1, 1) + 4𝐵ఉ(1, 0) + 2𝐵ఉ(0, 1) + 𝐵ఉ(0, 0).

So, for example,

𝐵଺(1, 1) = 0, 𝐵଺(1, 0) = 1, 𝐵଺(0, 1) = 1 and 𝐵଺(0, 0) = 0.

Observe that, e.g., 𝐵଼ is the Boolean conjunction, 𝐵ଵସ
Boolean disjunction, 𝐵ଵଵ Boolean implication, and 𝐵ଽ
is the Boolean bi-implication.

Denote byℬ the set of all Boolean binary functions,
i.e.,ℬ = {𝐵଴, 𝐵ଵ, … , 𝐵ଵହ}. Amapping𝜑∶ ℬ → ℬ is called
a duality whenever it is involutive, i.e., if 𝜑 ∘ 𝜑 = 𝐼𝑑
is the identity on ℬ (𝐼𝑑 is the trivial duality). It is not
difϐicult to check that there are exactly 8 dualities onℬ
and when their composition is considered, they form
an Abelian group isomorphic to (𝑍ଶ, +)

ଷ.
Zadeh in his introduction of fuzzy sets [11] has ex-

tended the Boolean range {0, 1} into the real unit in-
terval [0, 1] and as the basic fuzzy connectives he has
considered piece-wise linear extensions of the corre-
sponding Boolean functions. Such an extension of the

Boolean conjunction 𝐵଼ has resulted in𝑀𝑖𝑛 operator,
𝑀𝑖𝑛(𝑥, 𝑦) = min {𝑥, 𝑦} and 𝐵ଵସ has been extended to
𝑀𝑎𝑥 operator, 𝑀𝑎𝑥(𝑥, 𝑦) = max{𝑥, 𝑦} (when linea-
rity on simplices determined by vertices (0, 0), (0, 1),
(1, 1) and (0, 0), (1, 0), (1, 1) was considered). Note
that if the Boolean implication 𝐵ଵଵ is extended in this
way, the Łukasiewicz implication 𝐼௅ ∶ [0, 1]ଶ → [0, 1]
given by 𝐼௅(𝑥, 𝑦) = min{1, 1 − 𝑥 + 𝑦} is obtained.
Also observe that when linearity on simplices deter-
mined by vertices (0, 1), (0, 0), (1, 0) and (0, 1), (1, 1),
(1, 0) is considered, then the Łukasiewicz connectives
𝑇௅ and 𝑆௅ , as well as the Kleene-Dienes implication 𝐼௄௅
are obtained. Recall that for each (𝑥, 𝑦) ∈ [0, 1]ଶ they
are given by 𝑇௅(𝑥, 𝑦) = max{0, 𝑥 + 𝑦 − 1}, 𝑆௅(𝑥, 𝑦) =
min{1, 𝑥 + 𝑦}, and 𝐼௄௅(𝑥, 𝑦) = max{1 − 𝑥, 𝑦}.

Considering a binary function 𝐹 ∶ [0, 1]ଶ → [0, 1]
(a grupoid ([0, 1], 𝐹)), we can distinguish 81 disjoint
classes of such functions, depending on their values at
Boolean inputs (0, 0), (0, 1), (1, 0) and (1, 1). Note
that the value of 𝐹 at a Boolean input can be 0, 1 or can
belong to ]0, 1[ (i.e., not being Boolean). We restrict
our considerations to functions 𝐹 extending some of
the Boolean functions from ℬ, i.e., we will only dis-
cuss 16 classes of such functions. All such extensions
form the class ℰℬ of extended Boolean functions, and
ℰℬఉ , 𝛽 ∈ {0, 1, … , 15} denotes the class of all extensi-
ons of 𝐵ఉ . It holds 𝐹 ∈ ℰℬఉ if and only if 𝐹 ∶ [0, 1]ଶ →
[0, 1] satisϐies 𝐹| {0, 1}ଶ = 𝐵ఉ .

Note that a similar study can be done when con-
sidering all 81 classes mentioned above. We restrict
our discussion to 16 classes forming ℰℬ only for the
sake of the transparency of our study. The dualities on
ℰℬ are discussed in the next section. There we also
recall particular extended Boolean functions charac-
terized by some additional properties, including mo-
notonicity constraints. In Section 3, we recall recently
introduced concepts of directional monotonicity [1]
and pre-aggregation functions [9]. In Section 4, we
generalize some of the discussed classes of extended
Boolean functions by relaxing the monotonicity con-
straints and replacing them by some directional mo-
notonicity. In this way, new classes of pre-conjunctors
or pre-implications are introduced and exempliϐied,
and moreover, their duality is shown to be inherited
from the duality of conjunctors and implications con-
sidered in Section 2. Finally, some concluding remarks
are added.
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2. Basic DualiƟes in the Class of Extended
Boolean FuncƟons
Recall that there are just two unary non-constant

Boolean functions, and both of them can be seen as
dualities. Their linear extensions to the domain [0, 1]
are just the functions 𝑖𝑑, 𝑛 ∶ [0, 1] → [0, 1] given by
𝑖𝑑(𝑥) = 𝑥 and 𝑛(𝑥) = 1 − 𝑥. Recall that 𝑛 was pro-
posed by Zadeh [11] as a negation for building com-
plements of fuzzy sets, and it is often called Zadeh’s or
the standard negation. The mentioned 8 dualities on
the class ℬ can be straightforwardly extended to the
dualities on the class ℰℬ as follows:

For any 𝐹 ∈ ℰℬ and all (𝑥, 𝑦) ∈ [0, 1]ଶ we put

𝜑଴(𝐹)(𝑥, 𝑦) = 𝐹(𝑥, 𝑦) (i.e., 𝜑଴ is the identity on ℰℬ);
𝜑ଵ(𝐹)(𝑥, 𝑦) = 𝐹(𝑥, 1 − 𝑦);
𝜑ଶ(𝐹)(𝑥, 𝑦) = 𝐹(1 − 𝑥, 𝑦);
𝜑ଷ(𝐹)(𝑥, 𝑦) = 𝐹(1 − 𝑥, 1 − 𝑦);
𝜑ସ(𝐹)(𝑥, 𝑦) = 1 − 𝐹(𝑥, 𝑦);
𝜑ହ(𝐹)(𝑥, 𝑦) = 1 − 𝐹(𝑥, 1 − 𝑦);
𝜑଺(𝐹)(𝑥, 𝑦) = 1 − 𝐹(1 − 𝑥, 𝑦);
𝜑଻(𝐹)(𝑥, 𝑦) = 1 − 𝐹(1 − 𝑥, 1 − 𝑦).

Observe that 𝜑଻(𝐹) is the dual to F in the sense of the
standard duality of aggregation functions [7].

More about the group structure of dualities
𝜑଴, … , 𝜑଻ can be found in our recent paper [8]. Each
of the introduced dualities preserves the partition
of ℰℬ into the classes ℰℬ଴, … , ℰℬଵହ. So, for example,
for any function 𝐹 ∈ ℰℬ଼ (i.e., extending the Boolean
conjunction), 𝜑ହ(𝐹) ∈ ℰℬଵଵ (i.e., 𝜑ହ(𝐹) extends the
Boolean implication). Vice-versa, if 𝐹 ∈ ℰℬଵଵ then
𝜑ହ(𝐹) ∈ ℰℬ଼. More detailed information can be found
in [8]. Note that there are also other types of dualities
on ℰℬ, when instead of linear extensions of Boolean
unary functions continuous involutive extensions are
considered (i.e., the identity and strong negations). As
the extension of our discussion considering dualities
𝜑଴, … , 𝜑଻ can be introduced to this more general
setting in a direct way [8], we avoid this step to keep
the transparency of our ideas.

We now recall a few of the distinguished subclas-
ses of ℰℬ that are often considered in fuzzy set theory:
- coordinate-wise monotone extensions, in parti-
cular conjunctors (subclass of ℰℬ଼), disjunctors
(subclass of ℰℬଵସ), implications (subclass of ℰℬଵଵ),
co-implications (subclass of ℰℬଶ);

- semicopulas, i.e., conjunctors with neutral element
𝑒 = 1 [5];

- quasi-copulas, i.e., 1-Lipschitz semicopulas [6];
- overlap functions, i.e., symmetric continuous con-
junctors with annihilator 0 and no unit multipliers
(𝐹(𝑥, 𝑦) = 1 only if 𝑥 = 𝑦 = 1) [2].

3. DirecƟonal Monotonicity
Directional monotonicity was introduced in [1] for

𝑛-ary functions. We now recall this notion for binary
functions only.

Deϐinition 1. Let 𝐹 ∶ [0, 1]ଶ → [0, 1] be a function
and �̄� ∈ ℝଶ a vector with unit length, i.e., �̄� = (𝑟ଵ, 𝑟ଶ)
and 𝑟ଶଵ + 𝑟ଶଶ = 1. 𝐹 is said to be �̄�-increasing whene-
ver for all (𝑥, 𝑦) ∈ [0, 1]ଶ and 𝑐 > 0 such that also
(𝑥 + 𝑐𝑟ଵ, 𝑦 + 𝑐𝑟ଶ) ∈ [0, 1]ଶ we have

𝐹 (𝑥 + 𝑐𝑟ଵ, 𝑦 + 𝑐𝑟ଶ) ≥ 𝐹(𝑥, 𝑦).

If𝐹 is �̄�-increasing for somevector �̄�,𝐹 is calleddirecti-
onally monotone.

For any function 𝐹 ∶ [0, 1]ଶ → [0, 1], we denote
by 𝑅ி the set of all 2-dimensional vectors �̄� with unit
length for which 𝐹 is �̄�-increasing. Note that 𝑅ி = ∅,
i.e., 𝐹 is not directionally monotone, whenever 𝐹 at-
tains a strict local extreme on ]0, 1[ଶ. If 𝑅ி is maxi-
mal (i.e., it contains all possible directions) then, and
only then, 𝐹 is a constant function. Consider the weig-
hted Lehmermean 𝐿(௪భ ,௪మ) related to positive weights
𝑤ଵ, 𝑤ଶ such that𝑤ଶ

ଵ +𝑤ଶ
ଶ = 1, given by

𝐿(௪భ ,௪మ)(𝑥, 𝑦) =
𝑤ଵ𝑥ଶ +𝑤ଶ𝑦ଶ
𝑤ଵ𝑥 + 𝑤ଶ𝑦

with convention ଴
଴ = 0.

Then 𝑅௅(ೢభ,ೢమ)
= {(𝑤ଶ, 𝑤ଵ)} is a singleton, i.e.,

𝐿(௪భ ,௪మ) is directionally monotone, but it is increasing
only in direction �̄� = (𝑤ଶ, 𝑤ଵ).

For a classℋ of some functions from ℰℬ, we put

𝑅ℋ = ሩ
ி∈ℋ

𝑅ி ,

i.e., 𝑅ℋ is the set of all directions �̄� for which any
function 𝐹 ∈ ℋ is �̄�-increasing. Thus 𝑅ℋ is a mono-
tonicity characterization of the classℋ. For example,
for the class 𝒞 of all conjunctors, the class 𝒮 of all se-
micopulas and 𝒬 of all quasi-copulas, we have

𝑅𝒞 = 𝑅𝒮 = 𝑅𝒬 = ൛�̄� ∈ ℝଶ|𝑟ଵ ≥ 0, 𝑟ଶ ≥ 0, 𝑟ଶଵ + 𝑟ଶଶ = 1ൟ .

It is not difϐicult to check that if𝐹 ∈ ℰℬ is directionally
monotone, then, for any duality 𝜑௜ , 𝑖 = 0, 1, … , 7, the
function 𝜑௜(𝐹) is also directionally monotone. In par-
ticular, we have the following result:

Theorem1. Let𝐹 ∈ ℰℬ be �̄�-increasing for a direction
�̄� = (𝑟ଵ, 𝑟ଶ). Then:
𝜑଴(𝐹) = 𝐹 is �̄�-increasing;
𝜑ଵ(𝐹) is (𝑟ଵ, −𝑟ଶ)-increasing;
𝜑ଶ(𝐹) is (−𝑟ଵ, 𝑟ଶ)-increasing;
𝜑ଷ(𝐹) is−�̄�-increasing;
𝜑ସ(𝐹) is−�̄�-increasing;
𝜑ହ(𝐹) is (−𝑟ଵ, 𝑟ଶ)-increasing;
𝜑଺(𝐹) is (𝑟ଵ, −𝑟ଶ)-increasing;
𝜑଻(𝐹) is �̄�-increasing.

As already mentioned, all above introduced noti-
ons and results canbeextended for arbitrary functions
𝐹 ∶ [0, 1]ଶ → [0, 1]. As a distinguished example, we re-
call aggregation functions [7]𝐴∶ [0, 1]ଶ → [0, 1]which
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are characterized by the (Boolean) boundary condi-
tions 𝐴(0, 0) = 0 and 𝐴(1, 1) = 1 (i.e., we consider
functions belonging to the convex closure of the class
ℰℬ଼∪ℰℬଵ଴∪ℰℬଵଶ∪ℰℬଵସ) and by directionalmonoto-
nicity with respect to the directions from the ϐirst qua-
drant (i.e., 𝐴 is �̄�-increasing whenever �̄� ∈ 𝑅𝒞). Hence,
for the class𝒜 of all binary aggregation functions we
have

𝑅𝒜 = 𝑅𝒞 = ൛�̄� ∈ ℝଶ|𝑟ଵ ≥ 0, 𝑟ଶ ≥ 0, 𝑟ଶଵ + 𝑟ଶଶ = 1ൟ .

Recently, we have generalized the class𝒜, keeping
the boundary conditions and directional monotoni-
city, but requiring the �̄�-increasingness for some �̄� ∈
𝑅𝒜 only, see [9].

Deϐinition 2. Let 𝐵∶ [0, 1]ଶ → [0, 1] be a function
such that 𝐵(0, 0) = 0, 𝐵(1, 1) = 1 and let 𝐵 be �̄�-
increasing for some �̄� ∈ 𝑅𝒜 . Then 𝐵 is called a pre-
aggregation function.

As an example of a proper pre-aggregation
function (i.e., a pre-aggregation function that is not an
aggregation function) we recall the above discussed
weighted Lehmer mean 𝐿(௪భ ,௪మ).

4. GeneralizaƟons of Some Subclasses of Ex-
tended Boolean FuncƟons
Each particular subclass of ℰℬ recalled in Section

2 is characterized by some properties, including mo-
notonicity, i.e., each subclass ℋ is characterized by
the set 𝑅ℋ of all directions �̄� such that any 𝐹 ∈ ℋ
is �̄�-increasing. Following the idea of pre-aggregation
functions, see Deϐinition 2, we propose the following
generalization of a particular subclassℋ ⊂ ℰℬ.

Deϐinition 3. Letℋ ⊂ ℰℬ be completely characteri-
zedby𝑅ℋ and someotherproperties forming a set𝒫ℋ .
Let the class 𝒢ℋ ⊂ ℰℬ consist of all functions 𝐹 ∈ ℰℬ
satisfying all properties in 𝒫ℋ and being �̄�-increasing
for some �̄� ∈ 𝑅ℋ . If functions 𝐹 in ℋ are called ℋ-
functions, then functions 𝐺 ∈ 𝒢ℋ will be called pre-
ℋ-functions.

Deϐinition 3 allows to introduce pre-conjunctors
(subclass of ℰℬ଼), pre-disjunctors (subclass of ℰℬଵସ),
pre-implications (subclass of ℰℬଵଵ), pre-semicopulas,
pre-overlap functions, etc. Note that the notion of pre-
t-norms was already introduced and discussed in [4].
Also observe that in some cases our generalization is
empty. In particular, there is no proper pre-copula as
well as no proper continuous pre-t-norm either pre-t-
conorm.

Dualities between particular subclasses of ℰℬ are
also valid between the corresponding generalized
subclasses.

Theorem 2. Let ℋ ⊂ ℰℬ be given and let ℋ௜ =
{𝜑௜(𝐹)|𝐹 ∈ ℋ} , 𝑖 ∈ {0, 1, … , 7}. Then 𝒢ℋ೔ =
{𝜑௜(𝐹)|𝐹 ∈ 𝒢ℋ}.

Example 1. For 𝑘 ∈ [0,∞[, let 𝐹௞ ∶ [0, 1]ଶ → ℝ be given
by 𝐹௞ = (𝑘 + 1)𝑇௉ − 𝑘𝑇௅ , where 𝑇௉(𝑥, 𝑦) = 𝑥𝑦 and

𝑇௅(𝑥, 𝑦) = max{0, 𝑥 + 𝑦 − 1}, i.e.,

𝐹௞(𝑥, 𝑦) = min {(𝑘 + 1)𝑥𝑦, (𝑘 + 1)𝑥𝑦 − 𝑘𝑥 − 𝑘𝑦 + 𝑘}
= min {(𝑘 + 1)𝑥𝑦, 𝑥𝑦 + 𝑘(1 − 𝑥)(1 − 𝑦)} .

Then 𝐹௞ ∈ ℰℬ if and only if 𝑘 ∈ [0, 3], and then 𝐹௞ ∈
ℰℬ଼.

𝐹௞ has a neutral element 𝑒 = 1 and an annihilator
𝑎 = 0. 𝐹௞ is a conjunctor (and thus a semicopula) only
if 𝑘 = 0, and it is a proper pre-conjunctor (a proper
pre-semicopula) if 𝑘 ∈]0, 1]. If 𝑘 ∈]1, 3], then 𝑅ிೖ = ∅.
If 𝑘 ∈]0, 1], then 𝑅ிೖ = ቄ (ଵ,௧)

√ଵା௧మ |𝑡 ∈ [𝑘, ଵ௞ ]ቅ.
Note that 𝐹௞ is also a proper pre-overlap function

whenever 𝑘 ∈]0, 1].
Example 2. Recall that for any conjunctor 𝐶 ∈ 𝒞,
𝜑ହ(𝐶) = 𝐼 ∈ ℐ is an implication function. Thus, ifwe go
back to Example 1 and put 𝐼௞ = 𝜑ହ(𝐹௞) for 𝑘 ∈ [0, 3],
then evidently 𝐼௞ ∈ ℰℬଵଵ. Then 𝐼௞ ∶ [0, 1]ଶ → [0, 1] is
given by

𝐼௞(𝑥, 𝑦) = 1 − 𝐹௞(𝑥, 1 − 𝑦) =

max {1 − (𝑘 + 1)𝑥(1 − 𝑦), 1 − 𝑥(1 − 𝑦) − 𝑘(1 − 𝑥)𝑦} ,
and 𝐼௞ is an implication function only if 𝑘 = 0
(then 𝐼଴ = 𝐼ோ is the Reichenbach implication). For
𝑘 ∈]0, 1], 𝐼௞ is a pre-implication function and 𝑅ூೖ =
ቄ (ିଵ,௧)√ଵା௧మ |𝑡 ∈ [𝑘, ଵ௞ ]ቅ. Note also that 𝐼௞(𝑥, 0) = 1 − 𝑥 and
𝐼௞(1, 𝑦) = 𝑦 for all 𝑥, 𝑦 ∈ [0, 1] and 𝑘 ∈ [0, 3].

5. Concluding Remarks
Wehave introduced anddiscussed somenew looks

at fuzzy connectives and related functions, including
their generalizations based on replacing their mono-
tonicity constraints by a weaker requirement of di-
rectional monotonicity. We have also discussed duali-
ties in the class of extended Boolean functions, which
can also be applied in a more general setting of bi-
nary functions (operations) on [0, 1]. Note that this
look at fuzzy connectives allows to transform the re-
sults obtained in some particular subclassℋ of exten-
ded Boolean function to the dual classℋ௜ obtained by
the duality 𝜑௜ , 𝑖 ∈ {0, 1, … , 7}. So, for example, all re-
sults known for conjunctors can be transformed into
the corresponding results for disjunctors (when the
duality𝜑଻ is considered) or into the corresponding re-
sults for implications (when the duality 𝜑ହ is conside-
red, see also [10]).
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