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Abstract:
The paper presents a set of soŌware tools dedicated to
support mobile robot navigaƟon. The tools are used to
process an image from a depth sensor. They are imple-
mented in ROS framework and they are compaƟble with
standard ROS navigaƟon packages. The soŌware is relea-
sedwith an open source licence. First of the tools converts
a 3D depth image to a 2D scan in polar coordinates. It
provides projecƟon of the obstacles, removes the ground
plane from the image and compensates sensor Ɵlt an-
gle. The node is faster than the standard node within ROS
and it has addiƟonal funcƟons increasing range of possi-
ble applicaƟons. The second tool allows detecƟon of ne-
gaƟve obstacles i.e. located below the ground plane le-
vel. The third tool esƟmates height and orientaƟon of
the sensor with RANSAC algorithm applied to the depth
image. The paper presents also the results of usage of the
tools with mobile plaƞorms equipped with MicrosoŌ Ki-
nect sensors. The plaƞorms are elements of the ReMeDi
project within which the soŌware was developed.

Keywords: RGB-D, Kinect, mobile robot, ROS, depth sen-
sor, navigaƟon tools

1. MoƟvaƟon
Autonomous navigation of mobile robots is a ra-

pidly developing ϐield. Every system used for this pur-
pose requires information about obstacles in robot en-
vironment to plan a collision-free movement. The in-
formation about the obstacles may be collected from
a variety of sensors. The most commonly used are la-
ser scanners, due to their precision, reliability, range
and measurement angles. There are however two fac-
tors that limit the usage of the laser scanners. One is
their cost, the other – that the popular scanners from
SICK and Hokuyo measure distance in a single plane.
In real world applications, planar scanning is often in-
sufϐicient as some obstacles do not manifest their pre-
sence in themeasurement plane of the scanner. It hap-
pens when the objects are located above or below the
scanning plane, but at the same time they are still at
the height at which a robot may collide with them. In
such case, a navigation based solely on the laser scan-
ners cannot ensure a collision-free motion.

An important change in mobile robotics appea-
red in 2010 when Microsoft released its Kinect Xbox
360 with a PrimeSense depth sensor. With low cost
and high availability, the device quickly gathered at-
tention of numerous mobile robotics research groups.
It has found many applications in robotics, like: ob-

ject tracking and recognition, hand gesture proces-
sing, human action recognition, 3D mapping [15, 18].
The sensor found also its use in applications related to
robot navigation: mapping, localization, obstacle de-
tection [5, 11, 12, 20, 25, 34]. One sign of its popula-
rity was IEEE/RSJ IROS conference in 2014, a part of
which was “Kinect Robot Navigation Contest”. Follo-
wing the ϐirst Kinect, next depth sensors were intro-
duced to the market and then adapted to robotic re-
search. To these belong the second version of Kinect:
Xbox One [13,22], ASUS Xtion, recently – DJI Guidance,
ZED and RealSense [2].

A feature which makes the depth sensor parti-
cularly suitable for navigation is providing rich data
about distances in the sensor view pyramid which al-
low 3D reconstruction of the scene. While in some
works the authors assume using only depth sensors
for navigation [5, 13, 25], some limitations of the sen-
sors: measurement range, horizontal angle, parallax
problem, cause that they cannot fully replace laser
scanners [35]. However, with suitable combination of
the data from both types of sensors, the depth sensors
may be an excellent support to the laser scanners in
obstacle detection for the purpose of robot navigation.

A factor that is important in robot sensory system
design is that the volume of data produced by depth
sensors is much bigger than that generated by laser
scanners (e.g. Microsoft Kinect 360 may send over 9
million points per second, versus 6800 points per se-
cond from Hokuyo URG-04 laser scanner [5]). It re-
sults with much higher demands for computing re-
sources: processor time and memory. However, a sig-
niϐicant class of indoor mobile platforms are robots
which are dedicated to motion on ϐlat surfaces. In the
case of such platforms, a full spatial image of their sur-
roundings is not necessary. A common approach in
that case is to use a planar, 2D map and a projection
of data received from distance sensors to that map.

This paper presents a set of software tools deve-
loped within a ReMeDi project (Remote Medical Diag-
nostician) [1]. The tools are used to transform spa-
tial data from the depth sensors to the planar form
suitable for indoor robot navigation. They are imple-
mentedwithinROS (RobotOperating System) [31] fra-
mework, which is currently frequently used in robo-
tic community. A motivation to development of the
tools was that available ROS packages were not fulϐil-
ling the requirements of the ReMeDi mobile platform.
Themain issuewas the processing timewhichwas too
long for adequate reaction of the platform to obstacles
met in environment.Moreover, a standard package de-
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mands horizontal orientation of the sensor, therefore
not allowing optimization of range and dead zones by
tilting the sensor. It also interprets visible ground as
an obstacle. These three factors constraint a usage of
the standard package in mobile robot applications. To
overcome them, the ϐirst tool was designed: it provi-
des fast processing of a depth image, providing infor-
mation about distances to obstacles without ground
interference and for any sensor tilt angle. The goal of
the second tool is to detect in the depth image des-
cents below the ground level, holes and ditches, which
are called negative obstacles. The third of the tool set
provides an estimate of the sensor location with re-
spect to the ground which is necessary for the ϐirst
two tools. The tool set is available as depth_nav_tools
package [10] and it can be easily integrated with ROS
navigation stack. The package has been released un-
der open source BSD licence.

The paper contributes an approach to the depth
image processing to detect both positive and nega-
tive obstacles. The presented methods of obstacle de-
tection use mostly simple formulas from planar geo-
metry. The simplicity of the used dependencies has al-
lowed a development of a package with signiϐicantly
shorter processing time than standard ROS packages
used for that purpose. Processing time is shortened
even though the package is enhanced with additional
features like allowing sensor tilt and ϐloor detection
and removal from the image.

The paper is organized as follows: section 2 ela-
borates operation principles of each software tool in
the depth_nav_tool package, section 3 presentsmobile
platforms which were used for evaluation and test re-
sults. The paper is summarized with conclusions.

2. Tool DescripƟon
2.1. IntroducƟon

Fig. 1. A structure of connecƟons between selected
nodes of the control system

The implemented tools were build to be used
for indoor navigation of mobile platforms. The ϐirst
package, laserscan_kinect, converts spatial data of the
depth image to a planar image, while preserving infor-
mation which is important for the navigation system.
The second tool, cliff_detector, allows detecting nega-
tive obstacles, like cliffs and descending stairs or ho-

les and ditches in the ϐloor. The last of the packages,
depth_sensor_pose, estimates parameters of the sensor
mount: elevation and inclination with respect to the
ground. The parameters are determined on a basis of
the ground plane detected in the depth image.

Fig. 1 presents a structure of connections between
thepresentedpackages running in a default conϐigura-
tion with a Kinect sensor. In this case the initial, rough
tilt angle is based on the value measured by an accele-
rometer included in the Kinect sensor.
2.2. Depth Image to Planar Image Converter

The standard navigation package in ROS requires
that the input data have a formof a laser scan. To allow
usage of depth sensors for that purpose, the datamust
be transformed to a suitable format. There have been
already ROS packages providing such conversion: dep-
thimage_to_laserscan [30] and pointcloud_to_laserscan
[8], however they were not meeting requirements of
the ReMeDi project. In the ϐirst case, the depth map is
converted to the planar form, but the package does not
allowplacement of the sensor close to ground. It is due
to the fact that low mount of a sensor causes that the
ground plane is detected as an obstacle and a distance
to the ϐloor is measured instead of to the real obsta-
cles. It is also not possible to mount the sensor in til-
ted, non-horizontal position. In the case of point cloud
based package the operation on point clouds demands
too much computational and memory resources and
its processing is too slow for platform navigation.

Those reasons were a motivation to develop a so-
lution presented in this paper. It eliminates the draw-
backs of the abovementioned packages: the ground is
removed from the analyzed depth image and the sen-
sor tilt angle is included in computations. Data con-
version uses the method presented in [19] to obtain
a transformation from the depth image to the ROS
2D laser scan format (LaserScan message). This mes-
sage format contains a scan as a list of distances for
consecutive scanning angles. The choice of the out-
put format was determined by an assumption that the
new package may be used as a replacement of dep-
thimage_to_laserscan, enhancing its functionality and
that it can be easily integratedwith ROS 2D navigation
module which uses LaserScan data format.

The input of all presented tools is a depth image
with n rows and m columns and the image center lo-
cated in (cx, cy) (see Fig. 2). A complete reading in a
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Fig. 2. Scene and depth image coordinates

given plane presents a projection of objects represen-
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Fig. 3. Geometrical relaƟonships in obstacle detecƟon

ted as a distance to the closest object zi and anoffsetxi

from the sensor optical center S. The conversion met-
hod is based on the assumption that the key informa-
tion for the collision avoidance system is the location
of the nearest obstacles. Therefore, while building the
output image the lowest distance values are selected
from each column of the image depth

zi = min(z0,i, z1,i, . . . , zn,i), (1)

where zj,i denotes a distance for ith column and jth
row of the depth image. The solution assumes no la-
teral inclination of the sensor, which is a reasonable
assumption in the case of robots navigating indoors,
while reducing computation time. Field of view of the
sensor can be tailored to application requirements by
longitudinal tilt. To determine the offset relative to the
sensor optical center the pinhole camera model was
used

xi = (i− cx)
1

fx
zi, (2)

where fx is the focal length measured in pixels hori-
zontally. Further considerations are made for the ver-
tical plane containing the ith column of the image and
the obstacle, as presented in Fig. 3. To simplify the no-
tationwewill skip in the equations the index denoting
the column number. The angle to the obstacle in a ver-
tical plane δ depends on number of the depth image
row inwhich the obstacle is detected (jmin) according
to

δ = θ
jmin − cy − 1

2

n− 1
. (3)

Taking into account the tilt angle of the sensor α, the
distance to the obstacle is given by

d = l sin(π
2
− α− δ) = z

sin(π2 − α− δ)

sin(π2 − δ)
. (4)

If the sensor is heading below the horizontal line,
there appears an additional problem of interpretation
of the ground as an obstacle. The effect is related to the
assumptionof determining adistance to anobstacle as
a lowest value in a given columnof the depth image. To
neutralize this effect, an algorithm of ground removal
from the output data was implemented.

Detection and removal of the ground plane may
base solely on the depth image. Such an aproach was

Fig. 4. Geometrical relaƟonships in ground removal
algorithm

used in combination with various techniques: direct
ϐitting of depth readings to an exponential curve [21],
Hough transformation [24] or clustering points with
respect to directions of their difference vectors [26]
or RANSAC [23]. With no additional information nee-
ded, the methods are general and may be used in va-
rious applications. However, a common problem of
all methods is a correct discrimination of the ground
plane from other ϐlat surfaces appearing in the depth
image. Usually it is solvedwith the aid of a user, by pro-
per placement of the robot [23] or manual selection
of points [27]. In [6] the authors propose a method
where two of three points used for plane estimation
are taken from ϐixed spots in the image, which are as-
sumed to belong to the ground.

The ground removal method implemented in the
laserscan_kinect package relies on a deϐinition of
a threshold value εg for each row of the image. The
value corresponds to a theoretical distance to the
ground for that row. Measured values higher than that
are interpreted as ground points and they are igno-
red in further analysis of minimal distances in image
columns. All points which are detected below given
height are removed from the image. The computations
require information on the tilt of the sensor α and the
height h of the optical center of the sensor above the
ground. Fig. 4 presents the geometrical relationships
used in ground removal with δ = θ/2. The set of re-
jected points is deϐined as

Pg =

{
(x, z) | z ≥ h

sin
(
π
2 − δ

)
cos

(
π
2 − δ − α

) − εg

}
. (5)

Due to the accuracy of determining the angle of the
sensor, its height and distance measurement errors,
themeasured values are classiϐied as groundwith a to-
lerance εg .
2.3. Detector of NegaƟve Obstacles

The detector can detect negative obstacles, such
as stairs down, faults or holes in ground (Fig. 5). The
implemented detector package maps the obstacles to
a dedicated layer in a costmap of the ROS navigation.

The detector requires for proper operation the in-
formation about the height at which the depth sensor
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is placed and the angle of longitudinal elevation to the
ground. The detection of the obstacles is based on se-
arching for the depth image points, for which the dis-
tance to the ground plane is exceededwith a tolerance
of εg . The initial set of negative obstacles points is gi-
ven by

Pc =

{
(x, z) | z ≥ h

sin
(
π
2 − δ

)
cos

(
π
2 − δ − α

) + εg

}
. (6)

Due to various disturbances and to reduce the
computational complexity of the algorithm, the depth
image is divided into square blocks bI,J of the size bs.
For each of these blocks a number of points nI,J be-
longing to the negative obstacles is calculated,

nI,J = #{Pc|i, j ∈ bI,J}. (7)

If in a given block the number of points exceeds the
threshold level nth, then all points within that block
are treated as negative obstacles. Hence the ϐinal set
of negative obstacles points is

Pobs = {bI,J | nI,J ≥ nth} . (8)

2.4. Sensor ElevaƟon and Tilt EsƟmator
The Point Cloud Library (PCL) [27] provides a tool

to estimate Kinect depth sensor elevation and tilt an-
gle. However that tool relies on the points manually
selected by user, who is required to select points from
a ϐloor in the image. In order to eliminate the need for
manual selection of ground points, a third of the tools
was created. Its aim is to automate the process of para-
meters estimation. Theproposedmethod canestimate
the tilt angleα and the elevationhover the ground. It is
assumed that the sensor placement during theprocess
is ϐixed. The method utilizes the RANSAC (RANdom
SAmple Consensus) algorithm [9, 14]. The algorithm
estimates parameters of the ground model on a ba-
sis of coordinates of points selected from the environ-
ment [7,33].

To detect the ground plane a preliminary selection
of points is made. To increase a chances that the se-
lected points indeed belong to ground, they should be
chosen from the lower part of the image and ϐitting be-
tween certain thresholdswhich indicate higher proba-
bility of the points being the ground. The thresholds
are calculated from a given range of possible sensor
mounting elevation [hmin, hmax] and possible tilt an-
gle range [αmin, αmax]. Based on those values the li-
mits for distance measurements are determined. The

Fig. 5. A scheme of negaƟve obstacles detecƟon

method used is a modiϐied method from section 2.2.
The set of points which is transferred to the RANSAC
algorithm to estimate the ground plane model para-
meters is given by

rmin = hmin

sin
(
π
2 − δ

)
cos

(
π
2 − δ − αmax

) (9)

rmax = hmax

sin
(
π
2 − δ

)
cos

(
π
2 − δ − αmin

) (10)

P = {(x, y, z) | z ∈ [rmin, rmax]} (11)
Coordinates of a point in space based on the zi,j value
of the (i, j) point of the depth image are calculated as
follows [19]

(xi,j , yi,j) =

(
(i− cx)

1

fx
zi,j , (j − cy)

1

fy
zi,j

)
.

(12)
The ground model parameters estimated with the

RANSAC algorithm has a form of a general plane equa-
tion

α̂ = arccos
(

n⃗ ◦ m⃗
|n⃗| · |m⃗|

)
, (13)

ĥ =
|D|√

A2 +B2 + C2
, (14)

where: n⃗ = [A,B,C] i m⃗ = [A,B, 0]. Based on the
plane equation, the tilt angle and the height of the sen-
sor placement are determined. The resulting parame-
ter values are meant to be used by the tools from the
previous sections to compensate sensor tilt angle and
ground removal.

3. VerificaƟon
The ROS nodes included in the depth_nav_tools

package were tested with mobile platforms of the Re-
MeDi project. The goal of the project [3, 17, 28] is to
build a robotic system for remote medical examina-
tion. A mobile platform is the element of the system
used to carry medical diagnostic equipment. To sim-
plify operation of the platform by the medical per-
sonnel in the hospital, the mobile platform is equip-
ped with an autonomous navigation system. A part of
the system is an obstacle detectionmodule, which em-
ploys several sensors, including Kinect sensors.
3.1. Sensor Placement

During a selection of mount place for the Kinect
sensor on the robot it is necessary to take into account
sensor dead zones. One can distinguish central, lower
and upper dead zones, related respectively to: sen-
sor minimal detection range, located below and above
sensor ϐield of view. Objects located in these areas are
not visible to the sensor.

Fig. 6 illustrates an exemplary length of the lower
dead zone for Kinect sensor with respect to the value
of the tilt angle. In the general case, the size of the lo-
wer dead zone dm is determined by

dm = (h− h1) tan
(
π

2
− θ

2
− α

)
, (15)
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Fig. 6. Influence of Kinect sensor elevaƟon and Ɵlt
angle on the lower dead zone length
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Fig. 7. Upper dead zone of the Kinect sensor

where h1 is a distance from the ground for which the
size of the dead-zone is determined (0 ≤ h1 ≤ h). To
reduce the length of the lower dead zone in front of
the robot, the sensor should be raised high and tilted
down.

The sensor placement should also take into consi-
deration the upper dead zone located above the ϐield
of view of the sensor. This is particularly important in
the case of such obstacles as tables, chairs or hospital
beds. When the sensor is inclined downwards or the
sensor is placed too low, there is a risk that such ob-
jects are not properly detected (Fig. 7). The maximum
height at which the sensor still detects objects located
in given distance is calculated as

hmax = h+ sgn

(
θ

2
− α

)
l1 tan

(∣∣∣∣θ2 − α

∣∣∣∣) , (16)

where l1 is a distance from the object to a vertical line
passing through the sensor optical center. Ideally the
sensor should be tilted to such an angle that the max-
imum height of detected obstacles is bigger that the
height of the robot.

For some robots it is possible to completely elimi-
nate inϐluence of the sensor dead zones by using care-
fully selected conϐiguration of the sensor. However it
will be usually associated with reduction of the maxi-
mum distance of obstacle detection. A solution which
allows to ensure detection of obstacles in wider range
of angles is to employhighernumberof sensors so that
their ϐields of view do not overlap and do not cause in-
terference with one another. Some results of research

on interference of multiple Kinect sensors were pre-
sented in [4,29].
3.2. Processing Time Comparison

The ϐirst step of veriϐication of the laserscan_kinect
package was comparison of processing time with dep-
thimage_to_laserscan package. The two packages con-
vert depth images to 2D laser scanner format. The Ta-
ble 1 shows results of an experiment for Kinect 360
sensor and depth image of 640×480 pixels. It pre-
sents time measured from publication of the depth
image to reception of the processed scan (t1) and
time of processing only (denoted t2). In case of lasers-
can_kinect package processing lengths were measu-
red bothwith additional features (ground removal, tilt
compensation) enabled and without them. The com-
puter used in tests was equipped with Intel i7-5500U
and 16 GB RAM.
Tab. 1. Depth images conversion Ɵme comparison

Package Threads Features t1 t2

[ms] [ms]

1 off 3.10 0.53
laserscan on 3.77 0.72
kinect 2 off 2.64 0.36

on 2.96 0.55
depthimage 1 N/A 18.91 N/Ato laserscan

On the same machine the package was tested
with a newer version of sensor Kinect v2 Xbox One.
In that case libfreenect2 driver and software bridge
iai_kinect2 [32] between driver and ROS framework
were used. The conversion time of depth image
(1920×1080)was about 85ms, but it should be noted
that the depth imagewas generatedwith CPU (no GPU
present), what signiϐicantly affects the depth image
conversion time.
3.3. Tests with Mobile Plaƞorms

The packagewas testedwith twomobile platforms
developed in the ReMeDi project: a testbed platform
Carol and the ReMeDi platform prototype (Fig. 13).

The platforms were equipped with Kinect 360
depth sensor and Hokuyo URG-04LX laser scanner.
Robot control systems were operating in ROS Indigo
under Ubuntu 14.04 LTS. The details of the platform
setup and conϐiguration of the navigation systems for
the two platforms were presented in [16,17].

The ϐirst functionality that has been veriϐied is the
removal of the ground from the depth image. The re-
sult obtained from the package is shown in Fig. 9. One
can observe that without ground removal feature ena-
bled a ϐloor in front of the robot is interpreted as an
obstacle. After enabling the ground removal function.
the obstacles are localized correctly in similar locati-
ons as detected by the laser scanner.

The next step was veriϐication whether the lasers-
can_kinect detects obstacles invisible to the laser scan-
ner and causes modiϐication of the robot path. Fig. 10
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Fig. 8. Testbed plaƞorm Carol and ReMeDi robot
prototype

Fig. 9. Obstacle detecƟon example: RGB and depth
image, without (boƩom leŌ) and with (boƩom right)
ground removal enabled. Blue lines indicate where the
obstacles were detected. For reference, white lines are
readings from the laser scanner

shows the results from the autonomous navigation sy-
stem. A setup included a table, the top ofwhichwas lo-
cated above the laser scanner plane. The destination
point was selected in such a way that initially plan-
ned pathwas passing close to a table.Without the data
from the depth sensor, the planned path would cause
a collision of the robot with the table (bottom-left of
Fig. 10). The bottom-right part shows that after inclu-

Fig. 10. Laserscan_kinect in robot navigaƟon: RGB and
depth images of a scene, navigaƟon costmap without
and with depth sensor layer

ding the data from the laserscan_kinect, the table top
becomes visible to the navigation system and the ro-
bot avoids a collision with it.

Separate tests were conducted to verify the per-
formance of the laserscan_kinect for various conϐigu-
rations and threshold value εg . The results are pre-
sented in Figs. 11 and 12. In the scene there were
placed four boxes of various heights: 40 cm, 15 cm, 3
cm, 1 cm. The sensor was placed at 4 poses, differing
with elevation and tilt angle: (0.45m, 15o), (0.8m, 40o),
(1.2m, 50o), (1.2m, 60o). The value of ground thres-
hold εg was from 0cm to 20cm for each of the sensor
pose. It can be noticed that the increase of the εg value
affects on range of obstacles heightwhich are detected
and boxes consequently disappears from the output
scan. It is may also be observed that at the higher tilt
angle less obstacles are visible. Partially the observed
effect is expected, as according to (5), higher values of
εg and δ cause increase the margin where objects are
treated as the ϐloor. The practical application would
require to tune the εg value with respect to the place-
ment of the sensor at the robot and expected heights
of the obstacles to be avoided.

Further experiments were related to the negative
obstacles detector. Fig. 13 presents an image of a scene
with descending stairs. The image blocks recognized
as negative obstacles are indicated in the depth image
with yellow dots. The same detected blocks are also
marked as an obstacle on a layer of a costmap. In the
course of tests Kinect sensor was mounted on a plat-
form at a height of approximately 0.5m and it was til-
ted 15◦ down from horizontal.

4. Conclusions
The paper presents a set of tools developed to

extend possible usage of depth sensors in autono-
mous navigation system of mobile platforms. The la-
serscan_kinect package allows to use a depth sen-
sor with the ROS navigation packages which require
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Fig. 11. Obstacle detecƟon for various ground margin
values εg and sensor poses: leŌ column h = 0.45m,
α = 15o, right column h = 0.8m, α = 40o

the LaserScan message. The presented package is
a replacement in such applications for the depthi-
mage_to_laserscan. It extends its functionality by al-
lowing tuning sensor view area by modiϐication of its
tilt angle and elimination of the ground from proces-
sing. Additionally, the package signiϐicantly reduces
the processing time (5 to 6 times for Kinect 360). The
cliff_detector allows introduction of the elements be-
low the ground level to the costmap used in robot
path planning. This reduces vulnerability of the navi-
gation systems to such elements like descending stairs
or holes and ditches in a ϐloor. The last of the tools is
depth_sensor_pose which plays a supplementary role
for the ϐirst two. It provides automatic estimation
of the parameters necessary for laserscan_kinect and
cliff_detector. The software was published with BSD
open source licence and it is available to ROS commu-
nity.

The tools were veriϐied within the ReMeDi pro-
ject with two platforms used in the project. The sy-
stem was able to detect obstacles correctly, taking
into account the constraints related mainly to angles
and sensors dead zones. The experiments conϐirmed
that the detection of negative obstacles worked cor-
rectly. Information about the obstacles obtained from
the detector can be efϐiciently used in robot path plan-
ning to avoid dangerous areas or to decelerate near

Fig. 12. Obstacle detecƟon for various ground margin
values εg and sensor poses: leŌ column h = 1.2m,
α = 50o, right column h = 1.2m, α = 60o

Fig. 13. Example of descending stairs detecƟon: RGB
image, depth image with negaƟve obstacles regions
marked with yellow dots, a costmap layer

them. It must however be mentioned, that the Kinect
sensor itself is not hard real-time unit, therefore the
cliff_detector tool shouldnot be theused as a safety cri-
tical system. The motion safety should be provided by
additional sensors operating in real-time mode.
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