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Abstract:
This paper presents the kinematic analysis of the H20 
humanoid mobile robot. The kinematic analysis for the 
robot arms is essential to achieve accurate grasping 
and placing tasks for object transportation. The H20 
robot has dual arms with 6 revolute joints with 6-DOF. 
For each arm, the forward kinematics is derived and the 
closed-form solution for the inverse kinematic problem 
with different cases of singularities is found. A reverse 
decoupling mechanism method is used to solve the in-
verse kinematic problem analytically by viewing the 
arm kinematic chain in reverse order. The kinematics 
solution is validated using MATLAB with robotics tool-
box. A decision method is used to determine the optimal 
solution within multiple solutions of inverse kinematic 
depending on the joints’ limits and minimum joints mo-
tion. The workspace analysis of the arm is found and 
simulated. Finally, a verification process was performed 
on the real H20 arms by applying blind and vision based 
labware manipulation strategies to achieve the trans-
portation tasks in real life science laboratories. 

Keywords: kinematic analysis 6-DOF robotic arm, vali-
dation of kinematic solution, labware localization and 
manipulation, Kinect sensor

1. Introduction
Mobile robots are generally used to support effi-

cient transportation for increasing productivity and 
saving human resources. They are widely used in dif-
ferent fields of automation such as product transpor-
tation [1], domestic services [2], [3], [4], teleoperation 
for the tasks with power tools [5] or material han-
dling [6]. In this work, we present the use of a mobile 
robot (H20 robot, Dr. Robot, Canada) in a life science 
environment. The robot is a wireless networked au-
tonomous humanoid mobile robot. It has a PC tablet, 
dual arms, and an indoor GPS navigation system (see 
Fig. 1). Some key technical issues such as a wireless re-
mote control system [7], a low-cost robot localization 
[8], and multi-floor navigation system [9], have been 
solved recently to develop the transportation system 
of the H20 mobile robots. For object transportation, 
the grasping and placing tasks are very essential and 
have to be performed reliably, carefully, and in a safe 
way. The manipulation of a desired object requires 
the finding of the pose of these objects with respect to 
the arm base depending on specific sensors followed 
by using an accurate kinematic model to move the 

arm end effector from one pose to another precisely 
and in a safe path. The kinematic analysis is the way 
to describe the motion of the arm links without con-
sidering the forces that cause this motion. There are 
two types of kinematic problems: forward kinemat-
ics (FK) and inverse kinematics (IK). The forward ki-
nematics describes how to find the end-effector pose 
relative to the arm base for the given joint angles. On 
the other hand, the inverse kinematics is based on 
finding the joint angles for the given pose of the end-
effector with respect to the arm base.

Fig. 1. H20 mobile robot

The inverse kinematics plays an active role in ob-
ject manipulation because it is an important issue 
to enable the arm end-effector to reach the desired 
object accurately. Also, there are other issues, which 
have to be taken into the consideration when control-
ling the robotic arm, such as singularities, joint limits 
and reachable workspace. Generally, the IK problem 
can be solved using two approaches: analytic and nu-
meric. But, the inverse kinematics problem does not 
have a unique solution and the solution which en-
sures collision-free configuration and minimum joint 
motion is considered more optimal [10]. Therefore, it 
is important to use a decision strategy to choose the 
suitable solution for the required task. 

Most researchers prefer numerical methods for 
solving the IK problems to avoid the difficulty of find-
ing the analytical solution [11], [12], [13]. Normally, 
the analytical approach is appropriate for real time 
applications because all the solutions can be found 
and it is computationally fast in comparison with 
the numerical approach. The analytical solution can 
be classified into geometric (closed-form) and alge-
braic. For the geometric method, the complexity of 
finding the IK solution increases when the manipula-
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tor has more than 4 joints. Furthermore, the solution 
approach cannot be generalized from one manipula-
tor to another because it depends on the number of 
manipulator joints, their types, structure, and coor-
dinates frames. The closed-form solution can only be 
found for specific types of robotic arms, which have 
a particular structure with 6-DOF or less. D. L. Peiper 
indicates that in case there are 3 consecutive joints 
axes which are parallel to each other or intersecting 
at a single point then the closed-form solution can be 
existent [14]. The closed-form solution for the H20 
arms can be found because the three shoulder joint 
axes intersect at a single point as shown in Fig. 2. 

There are many researches related to the closed-
form solution of the IK problem. C. G. S. Lee et al. 
proposed a closed-form solution of inverse kinemat-
ics for a 6-dof PUMA robot [15]. T. Ho et al. proposed 
a fast closed-form inverse kinematic solution for 
a specific 6-DOF arm [16]. G. Huang et al. presented 
a strategy for solving the inverse kinematic equa-
tions for a 6-DOF arm of humanoid meal service 
robot [17]. C. Man et al. introduced a mathematical 
approach for kinematic analysis of a humanoid robot 
[18]. R. P. Paul et al. proposed an inverse-transform 
technique to solve the IK problem for a 6-DOF robotic 
manipulator [19]. T. Zhao et al. proposed a method to 
divide the IK problem of a 7-DOF humanoid arm into 
sub-problems to find the closed-form solution taking 
the constraint of the elbow position into consider-
ation [20].

M. A. Ali et al. proposed a reverse decoupling 
mechanism method to solve the IK problem of hu-
manoid robots analytically [21]. The strategy of this 
method depends on viewing the kinematic chain of 
the manipulator in reverse order with decoupling 
the position and orientation. In other words, the arm 
can be viewed in reverse order so that the pose of 
the arm base can be described relative to the end ef-
fector. This method includes also decision equations 
to choose the suitable solution within multiple solu-
tions. R. O’Flaherty et al. utilized the same method to 
find the closed-form solution of the IK problem for 
the HUBO2+ humanoid robot [22].

In this paper, the forward and inverse kinemat-
ics solutions for the 6-DOF H20 arms are derived. 
The closed-form solution of the IK problem has 
been found using the reverse decoupling mechanism 
method [21]. Also, the IK solution has been validated 
by MATLAB and verified experimentally on the H20 
arms. Two approaches for labware manipulation are 
implemented: a blind approach using sonar sensor 
and a vision based approach using Kinect sensor. The 
paper is organized as follows: in section 2, the de-
scription of the manipulation problem is presented. 
In section 3, the H20 arms structure with FK and IK 
solutions are presented. The strategy to choose the 
desired IK solution and the validation of the kine-
matic model are given in section 4 and 5 respectively. 
Section 6  shows the workspace analysis of the H20 
arm. Section 7 shows the verification process of the 
kinematic solution with the H20 arms. The client-
server model is presented in section 8. The labware 

manipulation strategies using the ultrasonic sensor 
and the Kinect sensor are shown in section 9. Finally, 
the results are summarized with the conclusions.

2. Problem Statement
For objects transportation, mobile robots usually 

follow a predefined path to a specified station using 
a guidance control system. The H20 mobile robots use 
the Stargazer sensor with ceiling landmarks for ma-
neuvering between the adjacent labs (Hagisonic Com-
pany, Korea). This system inevitably causes orienta-
tion and position error of ±3cm in Z-axis and ±2cm 
in X-axis in front of the workstation. The error is re-
lated to two reasons. The first is the strong lighting 
and sunlight, which makes the star gazer unable to 
recognize the ceiling landmarks. The second reason 
is related to the odometry system, which includes en-
coders that are mounted on the robot wheels to pro-
vide the motion information that updates the robot 
pose. The odometry system accumulates errors for 
different reasons such as different wheels diameter, 
wheel-slippage, wheels misalignment and finite en-
coder resolution, and according to the experimental 
results and previous studies, the rotation of the robot 
is the greatest factor for odometry errors [23], [24]. 
Uncertainties in the pose of the robot in front of the 
work bench lead to failures in the grasping and plac-
ing tasks. These failures have to be avoided because 
the H20 robots deal with labwares, which contain 
chemical and biological components. The required 
accuracy for labware manipulation has to be less than 
1 cm to guarantee safe tasks. Therefore, the more di-
rect way of dealing with this problem is to use sensors 
to provide the position and orientation of the target 
[25]. Then, the joints of the arm have to be configured 
using the kinematic model to place the arm end ef-
fector precisely and safely in the desired pose if it is 
inside the reachable space.

3. H20 Arms Kinematic
This section describes in more details the struc-

ture and the kinematic analysis of the H20 arms.

3.1. Structure of H20 Arms
The H20 mobile robot has dual arms, each consists 

of 6 revolute joints with 6-DOF. In addition, each arm 
also has a 2-DOF gripper. Fig. 2 shows the structure and 
the coordinate frames for the H20 arms. The length of 

Fig. 2. H20 arms structure and coordinate frames
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the upper arm d3 and the forearm d5 are 0.236 m and 
0.232 m, respectively. Also, the distance (de) between 
the wrist joint and the end-effector is 0.069 m.

3.2. D-H Representation
The Denavit-Hartenberg representation is used 

to describe the translation and rotation relationship 
between the arm adjacent links where it provides 
a guide for locating coordinate systems on each link of 
a multi-link kinematic chain. Denavit and Hartenberg 
proposed to define the manipulator with four joint-
link parameters for each link [26]. Fig. 3 shows a pair 
of adjacent links, link(i-1) and link i, their associated 
joints, joint (i-1), i and (i+1), and axis (i-2), (i-1) and i, 
respectively. A frame {i} is assigned to link i as follows: 
•	 The Zi-1 lies along the axis of motion of the ith joint. 
•	 The Xi axis is normal to the Zi-1 axis, and pointing 

away from it. 
•	 The Yi axis completes the right–handed coordinate 

system as required. 

Fig. 3. D-H conventions for frame assigning [26]

There are four parameters used in the manipula-
tor analysis: the link length (ai-1), the link twist (αi-1), 
the link offset (di), and the joint angle (θi) where (i) 
refers to the link number. The definitions of D-H pa-
rameters are as follows:
•	 Link length (ai): The distance measured along xi 

axis from the point of intersection of xi axis with 
zi-1 axis to the origin of frame {i}. 

•	 Link twist (αi): The angle between zi-1 and zi axes 
measured about xi-axis in the right hand sense. 

•	 Joint distance (di): The distance measured along 
zi-1 axis from the origin of frame {i–1} to intersec-
tion of xi axis with zi-1 axis. 

•	 Joint angle (θi): The angle between xi-1 and xi axes 
measured about the zi-1 axis in the right hand sense. 

Table 1. The D-H parameters and the joints limit
Left and Right Arms

θi α(i-1) (L) α(i-1) (R) a(i-1) (LR) di (m)(L) di (m)(R) Joints limit (LR)

θ1 0o 0o 0 0 0 -20o~192o

θ2 90o -90o 0 0 0 -200o~-85o

θ3 90o -90o 0 -0.236 0.236 -195o~15o

θ4 -90o 90o 0 0 0 -129o~0o

θ5 90o -90o 0 -0.232 0.232 0o~180o

θ6 -90o 90o 0 0 0 -60o~85o

By following the D-H rules, the homogeneous 
transformations between adjacent links are defined. 
The D-H parameters and the rotational limit for each 
joint of the H20 arms are described in Table 1.

3.3. Forward Kinematics Computation
The forward kinematics is how to find the end-ef-

fector pose relative to the arm base for the given joint 
angles. This can be solved by finding the transforma-
tion matrices of the arm from one link to the next ac-
cording to the D-H coordinate system. Eq. 1 represents 
the 4×4 general homogeneous transformation matrix 
of the H20 arms. By substituting the link parameter 
from table 1 into (1), the transformation matrices  
( (i = 1~6)) of the H20 arms are found. 

(1)

According to Fig. 2, there is a distance of (0.069 m) 
between the wrist joint and the end-effector. The 
transformation matrix which describes this transla-
tion is as follows:

  .	

Finally, the forward kinematic solution which de-
scribes the pose of the end effector relative to the arm 
base can be obtained using Eq. (2). In this equation  
(nx, ny , nz) is the orthogonal vector, (ox, oy, oz) is the ori-
entation vector, (ax , ay , az) is the approach vector and 
(px, py, pz) is the end effector position vector.

  

.	(2)

3.4. Inverse Kinematics Computation
The inverse kinematics enables the finding of the 

joint angles for the given position and orientation 
of the end-effector with respect to the reference co-
ordinate system. The inverse kinematic problem 
was solved using the reverse decoupling mechanism 
method [21]. With this method, the kinematic chain 
of the arm is viewed in reverse order. This means that 
the shoulder coordinate frame is described relative 
to the end-effector coordinate frame. In this case, the 
position vector will be a function of only 3 joints θ4, θ5, 
and θ6. To start solving the inverse kinematic problem 
of the left and right arms, the inverse of forward kine-
matic matrix has to be found as follows:
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 (3)

To find the solution for the joints 4, 5, and 6, the 
both sides of (3) have to be multiplied by ( · ) and 
the result is as follows:

  .	 (4)

The right side of (4) is the following matrix:

 ,	(5)

and the left side of (4) is: 

 

,	 (6)

where S and C are the abbreviation of sine and cosine 
of the angle, respectively. By equating the position ele-
ments of (5) and (6), it is obtained:

 ,	 (7)

 
,	 (8)

 .	 (9)

To solve the joint angle θ4, suppose the follow-
ing terms: ( ) and ( ), where 
  
r = ( ), g = (atan2 ( , )), and  
(atan2) is the two argument arc tangent function. 
These terms are obtained according to the arms co-
ordinates frame with reverse order. By substituting 
these terms into (7) and (9) and using the angle sum 
identities, the following equations can be obtained:

 ,	 (10)

 .		 	(11)

The equation of C4 for the left and right arms can 
be obtained by squaring (8), (10), and (11) and add-
ing them. The solution is as follows:

 .	 (12)

 
Thus, the solution of θ4 for the left and right arms 

can be found.

 .	 (13)

The arc tangent function (atan2(sinθ,cosθ)) is 
more consistent to be used for finding the angle value 
(θ) than arc cosine and arc sine. This is because of the 
inaccurate behavior to determine the required angle 
in case of using the arc sine and arc cosine functions. 
The complex numbers are generated in case the tar-
get position is not within the reachable workspace of 
the arm. Therefore, (real) function is used to ignore 
the imaginary parts of complex numbers and take 
only the real part in the joint solutions. Thus, the so-
lution that is closest to the target position can be ob-
tained [22]. After finding the value of θ4, the equation 
of S5 can be solved using (8) to get the solution of θ5 
as follows:

 ,	 ,	 (14)

  .	 (15)

The solution of θ6 can be obtained by dividing (11) 
by (10) to get the following equation:

 
.	 (16)

Thus, the value of θ6 can be found as follows:

         ,	 (17)

where (WToPi) is a function to wrap the angle to the 
interval between –π and π [22]. To find the solution 
for the joints 1, 2, and 3, the both sides of (3) have 
been multiplied by ( ) and the result is 
as follows:

  .	 (18)

The left side of (18) is the following matrix:

      .	 (19)

By taking the element (3,3) in the left and right 
sides of (18) and equating them, the equation of C2 
which is used to find θ2 can be obtained as follows:

 

  
 .	 (20)

For the solution of θ3, the elements (1,3) and (2,3) 
in the left and right sides of (18) are compared and 
divided by each other to get S3 and C3 which are used 
to find the solution of θ3:
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 .	 (21)

The last step is to find the solution of θ1, which is 
obtained by comparing the elements (3,1) and (3,2) 
in the left and right sides of (18) and dividing them by 
each other to get S1 and C1 which are used to find the 
solution of θ1 as the following:

  

  

  

  

 .	 (22)
 

According to the previous joints’ solutions, it can 
be noticed that θ2, θ4, and θ5 have two solutions. This 
causes 8 total solutions for the inverse kinematics 
problem of the H20 arms. The strategy about how to 
choose the optimal solution will be discussed in sec-
tion 4.

 
3.5. Dealing with the Singularity Cases

Singularities are arm configurations in which one or 
more degrees of freedom are eliminated when some 
joints’ axes align with each other. Thus, the number 
of solutions for the IK problem will be infinite. Three 
cases of singularity have been determined within the 
joints limits. The inverse kinematic solution for every 
case of singularity is as follows:

A) When θ4 = 0 and θ2 ≠ -π: The axis of the third 
joint is aligned with the fifth joint axis as shown in 
Fig.  4. 

To find the IK solution for this case, keep the previous 
value of θ3 and define θT = θ3 + θ5. Firstly, make θ4 = 0, 
then start with the solution of θ6 by using the ele-
ments (1,4) and (2,4) of (3) and dividing them by each 
other to get S6 and C6. The solution of θ6 for the left and 
right arms are found as follows:

 ,		 .		 	(23)

 
For the solution of θ1, compare the elements (3,1) 

and (3,2) in the left and right sides of (4).
 

 .	 (24)

The elements (3,1) and (3,3) in the left and right 
sides of (4) are compared to get the solution of θ2 
which is as follows:

 ,	

 .	
(25)

 
And if , then .
The solution of θ5 can be found by solving θT first. 

This is done by using the elements (1,3) and (2,3) 
in the left and right sides of (4) with the angle sum 
identities to get S3+5 and C3+5. Thus, the solution of θT 
is as follows:
  

  

 .	 (26)

If , then  = wrapToPi ( ).  
And if , then  = wrapToPi ( ).

Finally, the solution of θ5 can be obtained as follows:

 .	 (27)

B) When θ2 = -π and θ4 ≠ 0: The axis of the first joint 
is aligned with the third joint axis as shown in Fig. 5. 

The solutions of θ4, θ5, and θ6 are found using the 
same equations as in section 3.4. Also, the previous 
value of θ1 will be kept and define θT = θ1 + θ3. To find 
the solution of θ5, first make θ2 = -π. Then, start with 
the solution of θT by using the elements (3,1) and 
(3,2) in the left and right sides of (4) with the angle 
sum identities to obtain  and . The solution is as 
follows: Fig. 4. Case A where the 3rd and 5th joints are aligned

 Fig. 5. Case B where the 1st and 3rd joints are aligned
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ous configuration and for every possible solution as 
follows: ( ) [22].

 The next step is to compare the sum of the previ-
ous configuration with the sum of every solution. The 
solution with the closest sum value to the sum value 
of the previous configuration is the desired solution.

5. Validation of the Kinematic Model
MATLAB software with Robotic toolbox has been 

used to validate the inverse kinematics solution. The 
joints results with the simulation plot give a clear 
proof for the inverse kinematic behavior of the robot-
ic arms. The validation process has been done after 
giving random joints values as an input to the forward 
kinematic model. The pose information of the end 
effector, which is received from the FK model, is in-
serted to the inverse kinematic model that includes 
the joints limits with the selecting algorithm. Then, 
the joints values that are inserted to the FK model are 
compared with the result of the IK model as shown 
in Fig. 7.Fig. 6. Case C, the 1st, 3rd, and 5th joints are aligned

 ,		  ,	

 ,	 ,	
 
  	=	atan2 .	 (28)

If S4 > 0,	then	  = wrapToPi ( ).

If S4 < 0,	then	  = wrapToPi ( ).
	 Finally,	 the	 solution	 of	 θ3 can	 be	 obtained	 as	 fol-

lows:

  = wrapToPi ( ).	 (29)

C) When θ4 = 0 and θ2 = -π: The joints 1, 3, and 5 are 
collinear as shown in Fig. 6. 

Fig. 7. The validation process for the IK solution

Different arm configurations have been used for 
validation processes. The results have been compared 
and plotted and the joints values which were inserted 
to the FK model are identical with the joints values 
which were obtained from the IK model as shown in 
the example of Fig. 8. In this example, Fig. 8.A shows 
the simulation plot of the arm with the position and 
orientation of the end effector according to the joint 
values inserted to the FK model. Fig. 8.B represents 
the simulation plot of the arm according to the joints 
obtained from the IK solution. 

6. Workspace Analysis
The workspace is the space which is swept out by 

the arm end effector after executing all possible mo-
tions. The workspace is one of the essential param-
eters for robotic arm performance in addition to its 
speed and accuracy. The calculation of the arm work-

Fig. 8. The simulation plot of the H20 arm according to 
the configuration [50o, -90o, -90o, -30o, 180o, 10o]

a      b

For this case, the solutions of θ6 is found using the 
same equations as in case A (when θ4 = 0 and θ2 ≠ -π). 
Also, keep the previous values of θ1 and θ3, then de-
fine θT = θ1 + θ3+ θ5. To find the solution of θ5, first 
make θ2 = -π and θ4 = 0. Thus, start with the solution 
of θT by using the elements (2,1) and (2,2) in the left 
and right sides of (4) with the angle sum identities to 
obtain S1+3+5 and C1+3+5 as follows:

 ,	  

 ,	  

  .	 (30)

 
Finally, the solution of θ5 can be obtained as fol-

lows:

 .	 (31)

4. The Selection of a Desired Solution
For object manipulating tasks, the pose informa-

tion of the object relative to the arm base determines 
whether this object is inside the workspace or not. 
In case that the object is outside the workspace, then 
there is no solution for the inverse kinematic problem. 
But, there will be 8 solutions for the required pose if 
it is inside the reachable workspace (as detailed in 
section 3.4). To choose the suitable solution within 
the 8 solutions, the joints limits have to be taken into 
consideration. If one joint value related to a specific 
solution is not within the joint limits, the solution will 
be ignored. In case that there are multiple solutions, 
where all the joints’ values of every solution are with-
in the joints’ limits, a selecting algorithm has to be 
used. The solution with minimum joint motion will be 
selected using this algorithm. This is done by finding 
the sum of the squared joint values for the arm previ-
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space is very important to decide whether the desired 
object, which has to be manipulated, is inside the 
reachable space or not. The workspace of the robotic 
arm can be determined according to the links length, 
joints type, and joints limit. The length of the H20 arm 
is 0.537 m (d3 = 0.236 m, d5 = 0.232 m, de = 0.069 m) 
as shown in Fig. 2. Related to the joints, the H20 arm 
consists of 6 rotary joints (limits values’ mentioned 
in Table 1). MATLAB software with Robotic toolbox 
has been used to calculate the workspace of the H20 
arm by inserting the links length and all the possible 
joint values within the joints limit to the FK model to 
find the position of the end-effector for every sample. 
Finally, all possible positions which the robotic arm 
can reach will be found. The simulation of workspace 
envelope for the H20 arm is shown in Fig.  9. 

used with the H20 arms because they are unstable 
and have weak joints where the joints compliance 
causes positional errors. The effects of gravity, weight 
of arm parts, payload, and inertia cause the elasticity 
of each joint [27]. Also, the differences between the 
actual physical joint zero position and the physical 
joint zero position reported by the robot controller 
normally causes accuracy errors for the robotic arm. 
To cope with this issue, a digital tilt meter has been 
used (see Fig. 10). Different angle values have been 
configured for every joint using the tilt meter and the 
value of the related servo motor has been registered 
at each configuration. This process helps to build the 
equations of angle to servo conversion which is im-
portant for decreasing the accuracy errors.

7.2. Accuracy and Repeatability of H20 Arms
The checking of the accuracy and repeatability of 

the robotic arms is an essential step for the tasks of 
object manipulation. The repeatability of the robotic 
arm describes how precisely this arm can return to 
a taught position. In general, larger robots have larger 
errors in repeatability. On the other hand, the accu-
racy of the robotic arm describes how precisely this 
arm can reach the required position. One of the main 
technological limitations in the robotics industry is 
the improvement of the accuracy by reducing the er-
ror between the tool frame and the goal frame. The 
precision depends on some elements such as the reso- 
lution of the control system, joint compliance, and the 
imprecision of the mechanical linkages and DC servo 
motors. Also, the accuracy and the repeatability de-
pend upon many other different factors such as fric-
tion, temperature, loading, and manufacturing toler-
ances. In case that the robotic arm does not provide 
the required accuracy, the arm has to be calibrated. 
Robot calibration can be performed using both con-
tact and noncontact probing methods. Non-contact 
methods include the use of beam breakers, laser sen-
sors, visual servoing, etc. [27]. The accuracy and re-
peatability of the H20 arm have been checked using 
a grid paper and a marker attached at the end-effector 
as shown in Fig. 11. A grasping configuration has been 
prepared to enable the end-effector to reach the space 
position of X=30 mm, Y=180 mm, Z=380 mm related 
to the arm shoulder. 

Fig. 9. The workspace envelope of the H20 arm

Fig. 10. Conversion process using tilt meter

Fig. 11. The grid paper and the end-effector marker

7. The Kinematic Model Verification
This section describes the verification procedures 

of the developed kinematic model with the real ro-
botic arm. A labware manipulation strategy has been 
implemented using the IK solution and ultrasonic 
sensor to calculate the distance between the H20 ro-
bot base and the required work bench. Some essential 
steps such as calibration and accuracy testing have 
been implemented as preliminary procedures before 
performing the labware manipulation strategy. 

7.1. Angle to Servo Position Conversion
As an initial step for applying the kinematic model 

with the robotic arm, a conversion process has been 
performed to convert the required angles values’ of 
the joints to the related servo motors positions. The 
positioning resolution of the H20 arm servos (joints) 
is 0.09°/unit. Thus, the servo has to move 1,000 units 
to rotate 90° degrees. This resolution value can’t be 

The arm grasping movement has been repeated 
40 times where the position of the end-effector has 
been registered at the end of every movement with 
the indication of the marker on the grid paper. The 
registered positions range of the end-effector are 
described in Table 2. It can be noticed from the case 
“before calibration” in Table 2 that there is an accu-
racy error in the Y-axis where the expected position 
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is not within the range of the registered positions. On 
the other hand, the expected position in X and Z axes 
are within the range of the registered positions. The 
reason of this error is the weakness of the joints with 
the joint compliance which is effected by the weight of 
arm parts. To improve the accuracy of reaching the re-
quired position, the robotic arm has to be calibrated. 
The accuracy and repeatability of the H20 arm have 
been checked again after performing a calibration 
process and the positions of the end-effector have 
been registered as shown in the row “after calibra-
tion” in Table 2. Also, the Gaussian distributions of the 
end-effector positions after calibration with the relat-
ed mean and standard deviation are shown in Fig. 12. 
According to the results obtained from this experi-
ment, the accuracy of the used arm in reaching a spe-
cific position according to the related configuration is 
as the following: (X:±4 mm, Y:±4 mm, Z:±2 mm). 

Table 2. The expected and registered positions

Case X(mm) Y(mm) Z(mm)

The expected position
(hand related to shoulder) 30 180 380

The registered positions
(before calibration) 26~34 195~203 378~382

The registered positions
(after calibration) 26~34 176~184 378~382

               (A)                               (B)                                (C)

Fig. 12. Gaussian distribution, A: for X-values, B: for 
Y-values, C: for Z-values

A calibration process for the robotic arm has 
been performed to keep the end-effector at a fixed 
height of 180 mm for different distances between the 
shoulder and the end-effector where the value 180 
mm represents the height between the robot shoul-

8. Client-Server Communication Model
The programming code to control each device or 

component related to the life science automation sys-
tem has been developed using a specific language. It is 
complex task to integrate different control platforms 
in a single one due to the size of the platforms and 
the usually different programming languages. There-
fore, it is required to develop a communication sys-
tem that enables the simultaneous interaction of all 
the devices for a flexible process execution. The con-
trol systems of the robot components are connected 
in a common LAN. The client-server communication 
model can enable the control system of each com-
ponent to interact with the others over Ethernet us-
ing a specific IP address and port number. The client 
initiates the process with the server by requesting 
a connection to a specific socket address using TCP/
IP where the socket address is a combination of IP 
address and a port number. If the requested port is 
free, then the server will establish the connection to 
communicate with the client. A client-server model 
has been developed to connect the arm manipulation 
system (AMS) with the H20 navigation control system 
(NCS) [8], [9]. Both control systems exchange the or-
ders and information to perform the transportation 
task for the labwares.

9. Labware Manipulation
For the verification of the developed IK solution with 

real applications, object manipulation strategies have 
been performed to achieve the labware transportation 
in different life science laboratories using H20 robots. 
According to the workspace of the H20 arms and to 
the robot position in front of the labware station, each 
arm can manipulate 2 labwares alongside each other 
as shown in Fig. 14. R1 and R2 labwares can be ma-
nipulated using the right arm. Whereas, the left arm 
can manipulate the L1 and L2 labwares. The labware 
containers have fixed positions on the workstation.

The information about the tasks and target is 
sent from the process management system (PMS) to 
the NCS which in turn transfers it to the AMS. Two 
approaches for labware manipulation have been 
implemented: a blind sonar sensor based method 
and a vision based method using Kinect sensor. Both 
methods have been developed using Microsoft Visu-
al Studio 2015 with C# programming language. The 
projects are running on a Windows 10 platform in the 
H20 tablet.

Fig. 13. The calibration process to keep the end-effector 
at the height of 180 mm for different distances

 

130

140

150

160

170

350 360 370 380 390 400 410 420 430 440 450

Th
e 

Y-
va

lu
es

 fo
r I

K 
m

od
el

 (m
m

) 

The Z-values = the distance between the shoulder 
and the end-effector (mm)

Fig. 14. Manipulation ability of H20 arms

der and the labware handle on the workstation. This 
has been done by inserting a specific Y-value to the 
IK model at each specific distance as shown in Fig. 
13. For example, in case that the required distance is 
400 mm, the Y-value which has to be inserted to the 
IK is 155 mm, to keep the end-effector at the height 
of 180 mm. 
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9.1. Arm Manipulation Using Sonar Sensor
This strategy has been performed using the devel-

oped kinematic model and the built-in DUR5200 ul-
trasonic sensors. The ultrasonic sensor can be used 
for different applications such as map building for 
mobile robot environment, collision avoidance, robot 
range finder and distance detection. The DUR5200 
ultrasonic range sensor module can detect the range 
information from 4 cm to 340 cm. The distance data is 
precisely calculated by the time interval between the 
instant when the measurement is enabled and the in-
stant when the echo signal is received. For the process 
of grasping and placing, the API and the communica-
tion process between the NCS and the AMS have been 
implemented. As the H20 robot arrives at the desired 
location in front of the workstation, the first step, 
which will be performed, is the orientation correction 
of the robot to be straight. As the labware container 
has a specific posture on the workstation according 
to its design (see Fig. 15), the pitch and roll orienta-
tion related to the robot are fixed. But the yaw orien-
tation has to be corrected. The yaw orientation has 
been corrected using two sonar sensors mounted on 
the base of the H20 robot (see Fig. 17). The distance 
(Z) from each channel to the workstation is checked 
and the robot rotates till the values of both sensors 
are equalized. Also, the height of every workstation in 
the labs is known. The error value of the desired ro-
bot position in front of the workstation is ±2cm in the  
X-axis. This error has been compensated by the design 
of grippers and labware container handles as shown 
in Fig. 16. There is a space range of ±3cm between the 
lengths of grippers and handle where this space range 
compensates the X-error of robot position to guaran-
tee a secure grasping.

Using the client-server communication model, the 
orders are sent from the NCS to the AMS. The order 
includes the required task (grasping or placing), the 
height (Y-value) of the workstation, the desired target 
(R1, R2, L1, L2) which determines the X- value posi-
tion, and the distance (Z-value) between the robot 

base and the workstation obtained from the sonar 
sensor. Depending on this information, the labware 
pose related to the arm shoulder is found and checked 
whether it is inside the arm reachable space or not. 
If it is inside the reachable space, the IK solution will 
be calculated and the joints limits will be checked. If 
there are multiple solutions, then a decision proce-
dure will be used to select the solution with minimum 
joints motion. Afterwards, the converting equations 
will be used to convert the angle value of each joint to 
a servo position value to move the arm to the required 
pose as shown in Fig. 17. The average of accuracy with 

Fig. 15. 3D design and posture of labware container

Fig. 16. The manner of grasping the handle

Fig. 17. The framework of labware manipulation

Fig. 18. The flowchart of labware manipulation

Fig. 19. Multiple positions of robot for manipulation
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this strategy of labware manipulation is less than 1cm 
and the task of grasping or placing takes about 40 sec-
onds to finish the process. The flowchart of this ma-
nipulation strategy is shown in Fig. 18. 

For the purpose of safe transportation, a holder has 
been mounted on the robot body (see Fig. 17) to guar-
antee a straight and secure posture for the labware 
which contains chemical and biological components.

This strategy can be applied also for multiple robot 
positions in front of the workbench. Different posi-
tions can be defined for the robot to reach. Then, 4 
labwares locations on the workstation can be deter-
mined for each robot position. Using this way, multi-
ple labware manipulation for multiple robot positions 
can be realized as shown in Fig. 19. The shift distance 
between the two positions is 29 cm. This strategy de-
pends on the required robot position and the required 
labware position as follows: P1R1, P1R2, P1L1, P1L2, 
P2R1, P2R2, P2L1, and P2L2. 

The possible weight, which the arm can manipu-
late using this design of gripper with handle, is about 
350g. This limited payload is related to the weak wrist 
joint of the H20 arms. To manipulate heavier labwares 
blindly, a vertical handle has been designed as shown 
in Fig. 20. Using this design, the arm configuration 
will be in the form which locks the weak wrist joint 

Fig. 20. The design of vertical handle

when the grippers grasp the handle. In this case, the 
lifting process depends on the elbow joint which has 
more powerful torque (see Fig. 21). The possible pay-
load that can be lifted safely with this design is 500  g.

Fig. 21.A shows the wrist and elbow joint of the H20 
arm for the case of grasping horizontal handle. The 
wrist joint is very weak and it is unable to lift heavy 
labwares which leads to unsecure manipulations. 
With the vertical handle, the lifting movement of the 
wrist joint will be locked as shown in Fig. 21.B. The 
elbow joint, that is more powerful than wrist joint, 
will be responsible for lifting the heavy labwares from 
the workstation.

9.2. Arm Manipulation Using Kinect Sensor
The required labware has to be distinguished and 

manipulated wherever it is located on the worksta-

tion. To perform that visually, the required target has 
to be identified and its pose related to the robot has to 
be calculated. Different visual sensors can be used for 
this purpose such as stereo vision and 3D camera. The 
Kinect sensor, which is a kind of 3D camera, is con-
sidered as a preferred solution for such tasks since it 
provides the depth information without the need of 
deep image processing steps as in stereo vision. There 
are 2 kinds of Kinect, V1 and V2. Both of them have 
been used to perform the labware manipulation with 
H20 robots. The Kinect sensor has been fixed on the 
H20 body using a holder with a suitable height and 
tilt angle to guarantee a clear and wide view for the 
whole workstation as shown in Fig. 22. 

For transporting multiple labware, it is necessary 
to have an intelligent behavior to grasp the desired 
handle where the required labware is positioned. The 
Kinect sensor V1 has been used to detect and local-
ize single color objects [28]. The labware container 
handle and its placing holder have been detected us-
ing RGB color filtering as shown in Fig. 23. The Kinect 
V1 has 640×480 and 320×240 color frame and depth 
frame resolution, respectively.

To improve the identification of different handles, 
a new design with flat panels on the upper side has 
been developed. Proper grippers have been designed 
also to fit the new handle. The upper flat panel is used 
for fixing different colored or pictorial marks to dis-
tinguish multiple handles as shown in Fig. 24 [29]. 

HSV (Hue, Saturation, Value) color segmentation 
method with shape (rectangle) and area detection has 
been used with Kinect V2 to find the required handle. 
Also, a mark with specific features can be fixed on 

Fig. 22. The holder of Kinect sensor

Fig. 23. The detection of handle and placing holder [28]

Fig. 21. The arm structure for manipulation. A: horizon-
tal handle. B: vertical handle

A    B
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on the workbench. To cope with this issue, a specific 
mark has been fixed on each labware lid as shown in 
Fig. 27. The mark image gives adequate features to dif-
ferentiate multiple labware. Different labware marks 
have been recognized and localized using Kinect sen-
sor V2 with SURF algorithm [31]. The recognition of 
the labware is assigned by drawing a polygon around 
its mark with cross to specify the center point.

After the step of target recognition, the center point 
of this target is obtained. Then, the position of this 
center point related to Kinect is found using a map-
ping process. The required point is mapped from the 
color frame space to the Kinect space coordinates. 
The position of the center point is used as reference 
for estimating the grasping or placing point positions 
where the arm end effector has to reach [30]. To move 
the robotic arm to the goal, an extrinsic calibration has 
to be applied. The purpose of this step is to transform 
the position information from the Kinect space to be 
related to the arm shoulder space. Then, the inverse 
kinematic model is used to control the arm joints and 
guide the end effector to the target. The Kinect-to-
shoulder transformation includes the difference in 
the position and the tilt angle (t) between them ac-
cording to the Kinect holder as show in Fig. 28. This 
transformation is vital to use the visual input as a ref-
erence for manipulation or interaction.

The Kinect-to-shoulder transformation consists of 
two steps. The first is the transformation from the 
Kinect sensor to the hinge, then, the transformation 

Fig. 25. Handle detection using SURF and HSV [29]

the handle to be recognized using SURF (Speeded-Up 
Robust Features) algorithm. A polygon with cross is 
drawn around the target to define it and to identify its 
center point as shown in Fig. 25 [29]. 

The detection and localization strategies have been 
applied also to find the holder related to the required 
position for labware placing tasks. HSV can be consid-
ered the most powerful system to be used for color 
segmentation because it is more robust to the chang-
es of lighting conditions in comparison with RGB col-
or system. The high resolution of the RGB and depth 
cameras of Kinect V2 make it very desired to be used 
for object detection and localization. The RGB camera 
of Kinect V2 captures color frames with a resolution 
of 1920×1080 pixels, whereas the IR camera, which is 
used for depth frame acquisition, has 512×424 pixels 
resolution. 

Using the design shown in Fig. 24, about 350 g can 
be manipulated. To manipulate heavier labware visu-
ally, it is complex to use the vertical handle shown in 
Fig. 20. It is difficult to identify multiple vertical han-
dles in the view due to their design. To cope with this 
issue, the required torque, which the wrist joint has 
to provide for lifting the labware, has to be decreased. 
This can be achieved by removing the handle attached 
to labware container to decrease the lever arm of the 
wrist joint. In this case, the labware weight center 
will be closer to the wrist. New fingers with labware 
containers have been designed for this goal as shown 
in Fig. 26 [30]. The maximum payload which can be 
handled with this design is 700  g.

To perform the visual manipulation using this de-
sign, the labware itself has to be recognized and local-
ized. Since the labwares have transparent or white lids 
to protect the components from cross contamination, 
it is not applicable to recognize and differentiate them 

Fig. 26. Finger and labware container design [30]

Fig. 27. Labware lid with and without mark [30]

Fig. 24. The design of grippers and handle [29]
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from hinge to shoulder. The transformation matrices 
are as follows: 

 ,  ,

where, a,b,c represent the position differences in 
x,y,z axes between the Kinect and hinge. On the other 
hand, d,e,f represent the position difference in x,y,z 
axes between the hinge and arm shoulder. The tilt 
angle is represented by `t`. The transformation from 
Kinect sensor to hinge is easier in the process because 
the changes are just in the translation but not in the 
rotation. To find the final matrix to be inserted to the 
IK model, the process shown in Fig. 29 is performed.

Fig. 29. The final matrix calculation process
 

The required time for performing the visual grasp-
ing is about 69 seconds while about 59 seconds are 
required for the visual placing.

10. Conclusion
In this paper, the forward and inverse kinematics 

solution for the H20 robot arms have been derived. 
Also, the IK solutions for different singularity cases 
have been found. The reverse decoupling mechanism 
method has been used to solve the IK problem ana-
lytically. The derived solution of the IK problem can 
be used for any other robotic arm which has the same 
joints structure and coordinate frames. A decision 
model has been used to select the desired joint values 
within multiple choices. Computer simulations have 
been used to validate the IK solution and to calculate 
the reachable workspace of the H20 arms. Two lab-
ware manipulation strategies have been performed 
using the sonar sensor and the Kinect sensor. 
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