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Abstract:
This paper presents the design, implementaƟon and

evaluaƟon of a new smartphone applicaƟon that is ca-
pable of real-Ɵme object detecƟon using both staƟonary
andmoving cameras for embedded systems, parƟcularly,
the Android smartphone plaƞorm. A new object detec-
Ɵon approach, OpƟcal ORB, is presented which is capa-
ble of real-Ɵme performance at high definiƟon resolu-
Ɵons on a smartphone. In addiƟon, the developed smart-
phone applicaƟon has the ability to connect to a remote
server and wirelessly send image frames when moving
objects appear in the camera’s field of view; thus, allow-
ing the human operator to only view video frames that
are of interest. EvaluaƟon experiments show a capabil-
ity of achieving real-Ɵme performance for high definiƟon
(HD) resoluƟon video.

Keywords: autonomous objects detecƟon, smartphone,
mobile applicaƟon, video analyƟcs

1. IntroducƟon
Visual surveillance is abundant in everyday life

due to the low cost and availability of video recording
systems such as web cameras, digital cameras, closed
circuit television (CCTV), and more recently smart-
phone cameras. With recent advances in camera tech-
nology, and, hence, increased resolution vast amounts
of data are generated that can be processed and anal-
ysed in order to gain high-level information. This is
commonly performed manually by analysts. Recent
advances in processor technology and reduced foot-
print allows for computationally powerful systems to
be embodied in smartphones [12–14]. The ability to
process video frames on a smartphone reduces the
need for constant human involvement. In addition,
processing the video stream prior to being transmit-
ted to a remote server for analysis has the potential to
reduce the bandwidth of the data that must be sent.

An advantage of using optical cameras for object
detection is that it doesn’t rely on close proximity
to moving objects, as opposed to proximity triggered
cameras that are also commonly used for detecting ob-
jects. This enables the system to have a much deeper
ϐield of view for detection and the same techniques can
be used with night vision, ultraviolet or infrared ther-
mal imaging cameras, in addition to the visible colour
spectrum, for additional applications such as search
and rescue in the dark.

Since most of the embedded devices are powered
by batteries, they do not achieve high performance;

Fig. 1. The outputs from the smartphone applicaƟon
and desktop server when theWi-Fi capability is enabled
andmoving objects are detected.When there is nomov-
ing object there is a blank screen and amessage,’nomo-
Ɵon detected’.

thus, they are unable to execute complicated computa-
tion such as extensive computer vision analysis. Nev-
ertheless, the revolution of smartphones has removed
the limitation of embedded devices. The processors
used in smartphones are becoming more powerful
with multiple core architecture which makes them
faster with even smaller power consumption.

Previously, applications on a mobile phone were
limited to the ones developed by mobile phone com-
panies; however, since the launch of the Android op-
erating system (OS) in 2007, mobile development has
been in highdemand. The aimof this paper, is to report
the use of an Android based smartphone as a platform
for video analysis and object recognition applications
which work on images captured by the smartphone’s
built-in camera. The developed smartphone applica-
tion is capable of performing objects detection in real-
time using either a stationary or moving camera with-
out theneed forprior knowledgeof the size or shapeof
the objects. In addition, a desktop programwas devel-
oped that interfaces with the smartphone application
that is capable of displaying and saving images sent
from the smartphone application when a moving ob-
ject has been detected [8] (Figure 1).

2. DescripƟon of the Methodology (SARIVA)
There are various approaches for detecting mov-

ing objects such as Background Subtraction (BS) [4,
10], and optical ϐlow [17, 18]. Object detection can be
performed on a single frame using image segmenta-
tion or feature matching. In this section we describe
the approaches developed for both stationary and
moving camera on Android smartphones.
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2.1. Objects DetecƟon App for StaƟonary Camera on a
Smartphone

Oneof themost common techniques for objects de-
tection for stationary camera is BS. The advantage of
background subtraction (BS)techniques is that there
are no constraints with respect to object size, shape
or velocity. Any changes that deviate signiϐicantly and
suddenly from the backgroundmodelwill be detected.
However, a number of problems must be overcome
when building the background model. Illumination
changes must be accounted for due to the time of day
or dynamic lighting conditions. Statistical ϐluctuations
in thebackgroundmodel canbe causedby theweather
or due to noise as a result of low-quality recording
equipment. It is also important for the model to ac-
count for dynamic shadows that are cast by objects
and to remove detection of objects that are of no in-
terest to the observer, such as non-stationary back-
ground objects. These limitations must be accounted
for, but it is important that the alleviation of these
limits does not affect the number of objects of in-
terest that are detected. For example, removing non-
stationary background objects should not affect the
detection of objects that are of interest to the user.

We used two novel approaches known as Re-
cursive Density Estimation (RDE) [2, 3] and Re-
cursive Total-Sum-Distance-based Density Estimation
(RTSDE) [1]. The advantages of using such techniques
has been investigated in our previous works [4] and
it has been proven that they outperform other alter-
natives such as Kernel Density Estimation (KDE) and
Gaussian Mixture Model (GMM) [15]. RDE recursively
builds the background model and updates the back-
ground model based on all previous image frames or
as many or as little as necessary. On the other hand,
RTSDE is approximately twice as fast as RDE due it re-
quiring only integer calculations, which signiϐicantly
reduces the computational complexity especially in
cases where a ϐloating-point unit (FPU) is unavailable
[1].

2.2. Objects DetecƟon App for a Moving Camera on a
Smartphone

To date the majority of research concerning object
detection with a moving camera suffers from one of
the following issues: Prior information about objects
to be tracked must be available; High computational
complexity of the approaches means they are not ca-
pable of real-time performance. The approaches im-
pose limitations in the cameramovement, existing ap-
proaches have reduced detection rate.

In this paper, we introduce a new approach for
real-time autonomous object detection application for
moving camera on a smartphone known as Optical
ORB. The Optical ORB approach has the ability to de-
tectmultiple objectswithout the need for prior knowl-
edge regarding the objects to be detected such as
their type, shape or size. The main advantage of Op-
tical ORB is the removal of the need for image stitch-
ing, which is the most computationally complex stage
of background subtraction based object detection ap-

proaches for use with moving cameras [8].
The ϐirst stage of the proposed approach is to ex-

tract the image features from the previous frame us-
ing theORB feature detector. TheORB feature detector
uses a pyramidal approach to the FAST feature detec-
tion algorithm in order to detect stable keypoints [16]
which utilises a pyramid decimation ratio which can
be used to control the compromise between the speed
and accuracy of the FAST feature detector, i.e. the al-
gorithm can be sped up at the expense of the quality
of features detected and vice versa. FAST is one of the
most computationally efϐicient feature detectors and
another effect of speeding up the algorithm at the ex-
pense of the quality of features is the increase in the
number of features detected. The higher the quality
of features the less there will be because the features
are scored using their Harris response [11]. As a re-
sult of the pyramidal approach the ORB detector can
be tuned to detect a lot of features in a short amount
of time compared with the standard FAST feature de-
tector without the quality of the features degrading to
a point of being unusable.

Once the features have been detected, the pyrami-
dal Lucas-Kanade optical ϐlow algorithm [6] is used
to calculate each feature’s new position in the current
frame and, therefore, the optical ϐlow displacement
vector which describes the movement of the feature.

A recently introduced real-time evolving cluster-
ing algorithm is then applied to cluster the optical ϐlow
vectors based on their angle of motion and displace-
ment. Mean shift [7] and Evolving Local Mean (ELM)
[5] clustering were candidates because they calculate
the local means of the clusters, which removes the in-
ϐluence of the number of moving objects and the ve-
locity of the moving objects. For example, if one were
to just use the global mean and standard deviation of
the optical ϐlow vectors then the output would be in-
ϐluenced by the number of moving objects and mag-
nitudes of their velocities. Since the Optical ORB ap-
proach does not use homography calculation, the clus-
tering must be as accurate as possible to compensate
for the cameramotion given the real-time constraints.

Once the optical ϐlow vectors have been clustered
the features relating to the background movement
were removed. This was done by removing the cluster
with the biggest number of optical ϐlow vectors asso-
ciated with it, N , which represents the relative back-
ground to camera motion. In addition, any other clus-
ters that have T × N optical ϐlow vectors are also re-
moved, where 0 < T < 1, because there may be
more than one cluster which also represents the back-
groundmotion of the camera. The cameramotionmay
be represented by different clusters because features
closer to the camera having a different optical ϐlow to
those further away due to perspective distortion. The
value of T can be tuned based on the scene and rel-
ative distances of the background objects. For exam-
ple, scenes such as motorways involve multiple mov-
ing objectsmoving in the samedirectionwith approxi-
mately the same velocity and these will form one clus-
ter; therefore, care must be taken to ensure these are
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not removed by the threshold, T . The remaining fea-
tures that do not correspond to themotion of the cam-
era and represent the moving objects in the scene.
These can thenbe clusteredusingELMusing their spa-
tial locations in the scene to identify individual ob-
jects. Any clusters with less than Tmin features are dis-
carded in the event errors occur as a result of the opti-
cal ϐlow algorithm and this provides a minimum num-
ber of features that are expected from an object.

3. Smartphone ApplicaƟon ImplementaƟon
The following section describes the implementa-

tion of the object detection and clustering algorithms,
the smartphone application and the desktop server.
The developed object detection algorithms are multi-
threaded which is more efϐicient for multi core pro-
cessors and can signiϐicantly reduce the processing
time required. The smartphone applicationwas devel-
oped using the Eclipse Integrated Development Envi-
ronment (IDE) with the Android Development Tools
(ADT) plugin using the Android Software Develop-
ment Kit (SDK) and Native Development Kit (NDK)
for enabling the use of C++ code within the applica-
tion. The object detection and clustering algorithms
were implemented in Linux before being ported to the
Linux-based Android platform. This includes themulti
threading capability of the algorithms due to the fact
Android supports the Linux based pthread implemen-
tation formultithreading. The smartphone application
requires the OpenCV library manager application to
be installed on the target smartphone. This reduces
the storage requirements of the smartphone appli-
cation because the OpenCV library manager contains
the OpenCV library functions that are required by the
smartphone application to run. This means that the li-
braries can be shared between multiple computer vi-
sion applications on the phone. The resultant APK for
the smartphone application requires 5.49MB of stor-
age space and theOpenCVmanager requires 22.11MB.

3.1. EvaluaƟon

Evaluation of the moving camera object detection
approaches was performed on a Samsung Galaxy S3
smartphone powered by a quad core 1.4GHz ARM
Cortex-A9 processor and 1GB of RAM with Android
4.4.4 Kitkat. RDE, RTSDE, and Optical ORB algorithms
were tested on the smartphone with different resolu-
tions (Table 1). The performance of the algorithms de-
scribed in section2were evaluated indifferent scenar-
ios in real-time (Figure 2). Results are shown in Figure
3.

The processing time is also measured from the
start of one frame being processed to the start of the
next frame being processed and hence includes the
time required to grab the frame from the camera, con-
vert it into a usable format (e.g. RGB), process the
frame and display it to the smartphone’s screen. The
results show real-time performance at resolutions of
320 × 240 and 640 × 480. There appears to be a limit
on the amount of frames per second that can be pro-
cessed by the smartphone as can be seen by the tim-

Fig. 2. Frames used for the quanƟtaƟve evaluaƟon
of moving camera object detecƟon algorithms using
smartphone camera video sequence.

Fig. 3. Output of the OpƟcal ORB approach for the
smartphone camera video analyƟcs.

ings for the 320×240 resolutionwhich is a result of the
time taken to grab the image frames and the underly-
ing Android OS. Interestingly, the 640× 480 resolution
results in a slightly lower time to process despite the
higher resolution which could be due to the process-
ing required to reduce the frame size which requires
interpolation of the pixel values. The difference in the
speeds of the algorithms can be seen for the 1280×720
resolution in which RTSDE signiϐicantly outperforms
all other algorithms and results in a stable real-time
performance.

Tab. 1. Timings of the implemented object detecƟon al-
gorithms on the smartphone.

Resolution
320x240 640x480 1280x720

Object
Detection
Approach

Time
per

frame
(ms)

FPS
Time
per

frame
(ms)

FPS
Time
per

frame
(ms)

FPS

RDE 60.1 16.6 59.8 16.7 140.3 7.1
RTSDE 60.0 16.7 59.4 16.8 75.2 13.3

Optical
ORB 60.1 16.6 114.5 8.7 210.8 4.7

In addition, the quantitative analysis of the per-
formance of the approaches is evaluated to measure
the Detection Rate (DR) and False Alarm Rate (FAR)
[9]. These metrics are based on True Positive (TP):
moving objects that have been correctly detected as
moving objects; False positives (FP): stationary ob-
jects that havebeen incorrectly detectedasmovingob-
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jects; False negatives (FN): moving objects that have
been incorrectly detected as stationary objects.

The DR and FAR are deϐined as:

DR =
TP

TP + FN
(1)

FAR =
FP

TP + FP
(2)

Tab. 2. Results of the quanƟtaƟve analysis of theOpƟcal
ORB smartphone camera video analyƟcs approach.

Approach Frame
Number TP FP FN DR FAR

1 0 0 1 0.00 0.00
2 1 0 0 1.00 0.00
3 1 0 0 1.00 0.00
4 2 0 0 1.00 0.00

Optical
ORB

Total 4 0 1 0.80 0.00

Optical ORB approach has a tendency to produce
false negatives and does not detect objects for every
frame unlike the background subtraction based ap-
proaches. False positives are a rare occurrence for the
Optical ORB approach and these tend to manifest as
single point object detections as a result of errors in-
troduced in the optical ϐlow calculations which can
easily be removed in the novelty clustering process.

4. Summary & Conclusion
An innovative smartphone application was suc-

cessfully developed that is capable of performing
real-time object detection for both stationary and
moving cameras without prior knowledge of the ob-
jects to be detected. A desktop server was success-
fully implemented which is capable of wirelessly re-
ceiving the image frames from the smartphone ap-
plication when a moving object has been detected.
All of the implemented approaches to object detec-
tionwere capable of achieving real-time performance,
with RTSDE achieving over 13 frames per second for
high-deϐinition (HD) resolution (1280 × 720) and a
newly proposed object detection algorithm, Optical
ORB, achieving real-time performance of 8.7 fps for
a resolution of 640 × 480 and near real-time perfor-
mance (4.7 fps) for HD resolution. For more infor-
mation, please visit: http://www.lancaster.ac.uk/
staff/angelov/Projects/SARIVA.htm

5. Future Work
In this study, we developed approaches for real-

time object detection using stationary and moving
camera that require no prior knowledge of the ob-
ject type or size. In the future these approaches could
be incorporated into a larger system that tracks the
detected objects and classiϐies the type of object and
their behaviourwhichwould allow formorehigh-level
information to be autonomously extracted. Due to the
low computational complexity of the proposed ap-
proaches they can be implemented on low-powered,

portable hardware and multiple smartphones could
be used to co-operatively detect objects and provide
more information, such as the location of an object in
real world 3D co-ordinates.
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