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Abstract:
Mobile, personal devices are geƫng more capable ev-
ery year. Equipped with advanced sensors, mobile de-
vices can use them as a viable plaƞorm to implement
and test more complex algorithms. This paper presents
an energy-efficient person localizaƟon system allowing
to detect already visited places. The presented approach
combines two independent informaƟon sources: wireless
WiFi adapter and camera. The resulƟng system achieves
higher recogniƟon rates than either of the separate ap-
proaches used alone. The evaluaƟon of presented system
is performed on three datasets recorded in buildings of
different structure using a modern Android device.
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1. IntroducƟon
Mobile devices, like tablets or smartphones, are

nowadays equippedwithmore sensors than few years
ago. Those sensors combinedwith increasing process-
ing capabilities allow to develop more complex, real-
time algorithms that can be used for personal naviga-
tion or detection of potentially dangerous situations.
Those algorithms have not only academic, but also
commercial signiϐicance due to the popularity of per-
sonal mobile devices in the modern world.

One of the sensors available in every, recent An-
droid device is a WiFi adapter. Most users use this
adapter to connect towirelessAccess Points (APs), but
it can be used as a sensor that measures the strength
of surroundingwireless networks. The researched ap-
proaches utilizing WiFi scans can be divided into two
groups:WiFi triangulation orWiFi ϐingerprinting. The
WiFi triangulation uses three or more APs that are
visible in line-of-sight and triangulates the user po-
sition based on the measured signal strength of each
network [1]. This approach is effective if the local-
ization is performed in open-space areas. In a typi-
cal building with cluttered environment that is rich
in corridors and additional rooms, WiFi triangulation
is still applicable, but the number of APs needed to
perform successful localization is higher. Therefore,
if there exists an additional prerequisite to use only
the already existing APs infrastructure, WiFi triangu-
lation can providemisleading localization as the num-
ber of signal reϐlections negatively impacts the mea-
sured signal strength. In structured environment, the
WiFi information can be used to determine the mea-
sured position based on the list of available wire-
less networks in a single scan. This technique, called

WiFi ϐingerprinting, determines the similarity of cur-
rent scan to previous scans or to the entries in a
recorded database of WiFi scans. The efϐicient, work-
ing solutions utilizing WiFi ϐingerprinting were pre-
sented in [3], [4] and [12]. Other researches focus on
using sensors that are equivalent to the equipment
present in typical mobile devices, but do not perform
the experiments on actual mobile devices [3], [19].

This information might be used to provide an esti-
mate of the user’s localization, but the precision of sig-
nal measurement depends greatly on the orientation
of the measurement with respect to the APs. Holding
the mobile device in different way or shadowing the
signal with the person’s body affects the obtained re-
sults and can have a negative impact on the repeata-
bility of themeasurements. Therefore, to alleviate this
inϐluence, it is beneϐicial to incorporate information
from additional sensors, e.g., an inertial sensor. Mod-
ern mobile devices are in most cases equipped with
a 3-axis accelerometer, a 3-axis gyroscope, and a 3-
axis magnetometer. The information from these sen-
sors can be used to create a system estimating the ori-
entation of a smartphone [10]. The orientation esti-
mate can be later effectively used to enhance the WiFi
measurement.

Another sensor that is a standard inmobile devices
is a camera. The sight plays signiϐicant role in the local-
ization strategy of human beings and therefore image
processing is researched in robotics and computer vi-
sion communities. Methods estimating the total mo-
tion based on consecutive image-image estimates are
called Visual Odometry and are especially important
for mobile robots [14]. Typically, those methods ϐind
a sparse set of features that are matched/tracked
in consecutive images. The positions of features in
compared images are used to estimate the trans-
formation. Due to the frame-frame estimation, those
methods suffer from an estimation drift arising due
to error summation over time. This approach pro-
vides a continuous estimate of motion, but is also
computation-demanding and thus energy-consuming.
Energy-efϐiciency is especially important for small,
portable devices, and from user’s point of view should
not have a signiϐicant, negative impact on the battery
lifetime.

The WiFi and vision based approaches to indoor
localization are usually researched separately, ne-
glecting the possible synergies of both information
sources and gains due to data fusion. The known
works approaching the problem of multi-sensor fu-
sion for indoor localization on mobile devices are
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dominated by the continuous data fusion paradigm,
employing a ϐilter-based framework [8]. The results
being presented are often achieved with custom ex-
perimental setups [19], not actual mobile devices.
Thus, these works avoid confronting the problems of
limited computing power and energy. Some other ap-
proaches focus on enhancing the WiFi-based localiza-
tion with data from inertial sensors, but do not use
cameras [11], [18].

This paper presents a prototype system that de-
termines on demand the position of a person inside
a building using data from the WiFi and camera of a
mobile device (smartphone). The acquired WiFi scan
is used to determine the best ϐingerprint match to
the WiFi scans recorded previously and stored in a
databaseof known locations. Then, theWiFi-basedpo-
sition estimate is conϐirmed and reϐined by matching
a compact representation of the location’s visual ap-
pearance to the image-based description of the known
locations, also stored in a database. Thus, the pro-
posed system combines data from both sources of lo-
calization information available in a typicalmobile de-
vice, achieving higher recognition rates than eithor of
subsystems and is less prone to failures caused by the
peculiarities of a particular environment. Moreover,
the system is energy-efϐicient as the loop closure de-
tection procedure is triggered only when needed, as a
discrete event. To the best knowledge of the author, a
similar idea has not been yet presented in the litera-
ture.

In section 2, the structure of the proposed system
is presented, as well as the details of the WiFi-based
and image-based subsystems. The next section 3 fo-
cuses on the experimental evaluation of each sub-
system and the integrated solution. Moreover, it de-
scribes three datasets recorded in different environ-
ments and used for evaluation. The last section 4 con-
cludes the paper and mentions future work.

2. System Structure
2.1. WiFi FingerprinƟng

The WiFi ϐingerprinting approach was ϐirstly de-
scribed in [1]. As the WiFi ϐingerprint allows only to
localize in a known environment, the system based on
WiFi ϐingerprint operates in two stages:
- data acquisition stage,
- localization stage.
In the data acquisition stage, certain positions are cho-
sen as references, where available WiFi signals are
scanned and stored in a database. These positions can
be randomly chosen, uniformly chosen or based on the
structure of the building. Due to the energy consider-
ations, the proposed system scans only the positions
that are important for user navigation, .e.g., doors that
have to be crossed, beginning of the long corridor or
the entrance to a newpart of the building. Due to these
limitations, it is assumed that the user is capable of
performing local navigation whereas system provides
global position information that the user can apply
to plan his/her movement. The WiFi ϐingerprint ap-

proach assumes that each position can be uniquely de-
ϐined by the combination of access points’ MAC ad-
dresses and RSSI signal strength values. An exemplary
situation is represented in Fig. 1,where theusermove-
ment is represented by dashed lines, whereas the dis-
crete events, when WiFi scanning is performed, are
drawn using circles. Each WiFi found in a single posi-
tion is marked using a line connecting the AP and user
position. The list of WiFi networks available in each
position is the list of lines that are pointing towards
user’s position.

Assuming that the WiFi database of a ϐloor is cre-
ated, it is essential to efϐiciently compare the list of
scanned WiFis X to the WiFi scans stored in the
databaseD. The comparison has to be performed us-
ing a function that evaluates the difference of two
scans: new scan X and one of the scans Y in the
database D. Typically, the WiFi scans are compared
using the Euclidean norm [1]:

d(X ,Y) =
1

N

√√√√ N∑
i=1

(Xi − Yi)2, (1)

where Xi and Yi represent the strengths of i-th net-
work found in both scans, X and Y . Number N is the
count of networks found in both scans.

Finding the best correspondence in the database
can be written as ϐinding a record, which distance
function to current scan is minimal:

Ymin = argmin
Y∈D

d(X ,Y) (2)

The Euclidean distance is usually applied as it allows
to precisely position user based on themeasured RSSI
values. But in the case of sparse position set it is more
important to rely on the unique set of found networks
than on the strength of these networks. Therefore an
evaluation of various distance/similarity functions is
performed in section 3.

Moreover, as the system operates, it gathers new
data that might be stored as the scans that have been
correctly matched to some WiFi ϐingerprint from the
database, or as unclassiϐied cases. Thisway the system
might gather new information, which can be used to
detect, when user revisits position previously added
to the database. The information about new positions
can be also used to provide user with the database
containing positions important for particular user,
which due to the personal importance might be revis-
ited in the future.

2.2. Visual Loop Closure

Visual loop closure is a technique that tries to de-
termine if the currently observed scene had been pre-
viously encountered based on the captured images.

Computer vision algorithms usually try to process
only a subset of available image information in order
to reduce the processing time. This observation is also
valid for visual loop closure, for which the detection of
a sparse set of salient features is performed. In most
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Fig. 1. InWiFi fingerprinƟng approach, user’s posiƟon is recognized based on the combinaƟon of scannedWiFi networks

Fig. 2. The processing steps of the Visual Bag of Words
approach

cases the SURF [2] detector and descriptor is used. An-
other possible approachmay utilize the HoG [7] infor-
mation. Each feature is then described by the set of
values representing its local neighbourhood. Descrip-
tors for all salient features are then compressed into a
single image descriptor called a word. This approach
is known as the Bag-of-Words approach [6]. To com-
press the information into an image’s word, the Bag-
of-Words approach ϐirstly determines the k clusters
of descriptor types using the k-means algorithm and
then labels each image descriptor with the number of
cluster it has been assigned to. The numbers of de-
scriptors assigned to each cluster is used to create a
histogram representing an image in further computa-
tions. The process results in reducing the representa-
tion of a single image into one vector of ϐloating point
values. The processing ϐlow of Bag-of-Words is repre-

sented in Fig. 2.
In practical applications, the vision-based loop clo-

sure is hard to detect robustly. Even a small differ-
ence in the observation’s orientation can inϐluence the
observed feature set and therefore prevent the sys-
tem from correctly recognizing that the placewas pre-
viously visited. What is more, the database of image
words takes a lot of memory and may grow with the
system’s running time, therefore the corresponding
image’s are not stored.
2.3. WiFi-guided Visual Loop Closure

The main contribution of this paper is the combi-
nation of the already known algorithms in creation of
a robust, data integrating system. The idea behind the
proposed algorithm is simple: try tomatchWiFi infor-
mation giving global estimate than can be a good ini-
tial estimate for further conϐirmation from the vision-
based loop closure subsystem.

The system starts with gathering WiFi and image
information into database during the preparation task
to allow further loop closures. Due to the WiFi mech-
anism, WiFi scanning time takes one to ϐive second
depending on the used WiFi adapter drivers. These,
relatively long scanning times make WiFi ϐingerprint-
ing useless in case of a dynamic motion, e.g., per-
son running through a building. What is important,
dynamic motion also negatively impacts the vision-
based loop closure as the images would contain sig-
niϐicant amount of motion blur. Therefore, in the pro-
posed system, dynamic motion is detected using the
combination of gyroscope and accelerometer and in
that situation new information is not inserted into the
database. Assuming that the motion speed is below
the chosen threshold, WiFi scan, image and orienta-
tion from the Android-based orientation estimation
system are stored. Between the starting and ending
time of the WiFi scanning, 20–40 images can be cap-
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tured. From those images, the images with most dis-
tinct orientations are chosen to best represent differ-
ent points of view. For each scan, the image taken ap-
proximately in the half of WiFi scan duration is cho-
sen and will be referred to as the mid-scan image. If
there are images with orientation signiϐicantly differ-
ent than the mid-scan image, those images are con-
sidered to be used for visual loop closure. Maximally,
mid-scan image and two additional images with high-
est orientation difference are processed per scan in
the visual loop closure approach. For each image, it’s
salient features are detected and described using de-
scriptors. The descriptors are then used to forman im-
age’s word using Bag-of-Words approach. The created
word is a shorter representation of the image and al-
lows efϐicient comparison between images.

The processing of the localizationmode of the pro-
posed system is presented in Fig. 3. The system gath-
ers the WiFi and image information. From the image,
Bag-of-Words technique creates a word representing
observed location. Then the WiFi scan is compared to
the database entries and in case of successfulWiFi ϐin-
gerprints match, the comparison of words represent-
ing the images is performed. If the WiFi match is con-
ϐirmed by the image match, the mobile device is be-
lieved to have been successfully localized. If the posi-
tion is not recognized, the image and theWiFi scan are
stored in the database as a new position used in the
recognition process.

Fig. 3. Processing steps of the proposed loop closure ap-
proach

2.4. ImplementaƟon Remarks
The proposed approach is application-orientated,

therefore it has been tested on the Samsung Galaxy
Note3,whichuses theAndroid4.4 as anoperating sys-
tem. The information about the WiFi signal strength
was captured using Android-available functionality in
the Java API. The time of a single WiFi scan time de-
pends on the wireless adapter driver installed on the
mobile device and on the Samsung Galaxy Note 3 it
takes approx. 4 seconds.

The image processing was done using the com-
monly used OpenCV library (2.4.8) [5], which is avail-

able for x86/x64 andAndroid platforms [16]. The pro-
posed application consists of a Java-part used for GUI
and less demanding computations, and C++ NDK li-
braries for more demanding taska, e.g., image pro-
cessing. The structure was proved to be a good trade-
off between programming complexity and process-
ing time and has been already proven to work well
in another Android-based experiments [15]. A similar
project structure is also used in [13].

3. Experimental EvaluaƟon
3.1. Recorded Datasets

The experiments were performed on the dataset
recorded in two buildings of the Poznan University of
Technology (building of Mechatronics, Biomechanics
and Nanoengineering (PUT CM) and the Lecture Cen-
ter (PUT CW) and a shopping mall located in Poznań
(SM). The user equipped with a smartphone was mov-
ing around thebuildings gatheringWiFi scans and cor-
responding images in places that seemed important
for user localization due to the building structure, e.g.
short corridor connecting two parts of the building or
unique objects in sight. The dataset PUT CM contains
14 places of possible loop closures, where the dataset
PUT CW contains 20 places of possible loop closures.
The shopping mall dataset SM contains also 20 places
of possible loop closure. For each place, several WiFi
scans and several images were recorded. For each of
those positions, one recording was assumed to be in-
serted into the database created prior to localization.
The remaining samples were used in a testing phase.
More information about the datasets is presented in
Table 1. Exemplary images from the datasets are pre-
sented in Fig. 4.

Tab. 1. Short descripƟon of recorded datasets

dataset name PUT CM PUT CW SM
num. of positions 14 20 20
num. of records 140 100 100
avg. num. of WiFis 14.21 39.21 20.22in the scan
avg. RSSI of 5 -75.045 -41.642 -32.143strongest WiFis
Building corridors open- shopping
structure space mall

3.2. TesƟng the Nature of WiFi Signal
The evaluation starts with an assessing the re-

peatability of WiFi scans. In a perfect environment
with APs in line-of-sight, the measurement should be
perfectly the same. In a cluttered environment with
possible, multiple reϐlections and additional distur-
bances due to moving people, the scans information
might be noisy. What is also essential to propose a dis-
tance function measuring the similarity of two scans
is the probability distribution of measurements. This
experiment consist of performing 1439 consecutive
scans in a single spot using the SamsungGalaxyNote 3.
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Fig. 4. Exemplary images presenƟng different building
structures for PUT CM (row a), PUT CW (row b) and SM (row
c) datasets

In the experiment the averageRSSI signal ismeasured,
while looking for the standard deviation of the mea-
surement. Also the repeatability was measured to de-
termine if there is a clear correspondence to the mea-
sured signal strength. The results of the experiment
are presented in Tab. 2.

Tab. 2. WiFi signal floaƟng example for 1439 measure-
ments taken in a single spot

WiFi id avg(RSSI) std(RSSI) Network detection
percent

1 -49.12 5.51 100.00%
2 -74.24 3.05 100.00%
3 -74.57 2.99 100.00%
4 -83.49 3.42 56.12%
5 -83.99 1.83 94.02%
6 -84.15 2.69 82.82%
7 -86.08 3.33 94.65%
8 -86.64 1.78 94.65%
9 -87.45 1.21 95.76%
10 -87.57 1.47 67.39%

The presented results show that in most cases the
stronger the signal, the higher is the standard devia-
tion of these measurements. Moreover, with an excep-
tion for network 4, the stronger networks are detected
with higher repeatability percentage and thus they are
a good indicator if the user is in a vicinity of a previ-
ously storedWiFi scan. Also, in Fig. 5 the histogram of
values for two WiFi networks with the greatest aver-
age signal strength is presented. Due to the cluttered
environment, the achieved probability distributions
are not Gaussian in all cases (like for WiFi with id=1).
This observation indicates that when possible, it is
better to relymoreon the combinationof detectednet-
works than trust the measured signal strength, which
can differ up to 20 dBm in a single spot.
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Fig. 5. Experimental distribuƟon of RSSI for series of
measurements in a single spot

3.3. TesƟng the Distance FuncƟons used for WiFi Scans
Comparison

The WiFi ϐingerprinting in the proposed approach
is used to localize in the discrete set of positions.
Therefore, the WiFi ϐingerprinting returns informa-
tionabout themost similar pose stored in thedatabase
or information about the unsuccessful match. Due to
these assumptions, the comparison of WiFi scans us-
ing the standard Euclidean distance might not be the
best choice as the combination of detected WiFi net-
works inmost cases is sufϐicient to determine inwhich
position the scan was performed. To determine the
correctness of this statement, several deϐinitions of
distance/similarity functions are proposed and eval-
uated on the recorded datasets. For each position, one
scan was treated as the database entry, whereas other
scanswere compared to all available database entries.
The results are presented in Tab. 3.

Tab. 3. Comparing WiFi fingerprinƟng distance func-
Ɵons on the recorded datasets

Used function PUT CM PUT CW SM
Simple similarity 72.86% 67% 75%
Euclidean norm 61.43% 53% 94%
Euclidean norm II 61.43% 53% 94%
Gaussian with σ = 2 82.14% 99% 94%
Gaussian with σ = 3 84.29% 99% 96%
Gaussian with σ = 5 86.43% 100% 97%
Gaussian with σ = 10 85.71% 100% 95%
Gaussian with σ = 15 83.57% 98% 89%
Gaussian with σ = 20 83.57% 96% 84%

The ϐirst tested function was a simple similarity
function, which for both scans represents the num-
ber of WiFi networks that are detected in both scans.
This function does not use the RSSI information, but
has been chosen as the baseline approach, that can be
a reference point for other approaches. This method
achieved position recognition rates of 72.86%, 67%
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and 75% for PUT CM, PUT CW and SM datasets respectively.
The high recognition rates of this simple approach are
believed to be task speciϐic. In the performed tests, a
sparse set of WiFi measurements is taken in locations
that are separated by several meters. As the localiza-
tion positions are not placed closely to each other, in
many cases the combination of network names is suf-
ϐicient to correctly determine the user’s location. The
second tested function is the Euclidean distance de-
ϐined as in the state-of-the-art works [1]. Surprisingly,
the Euclidean norm results in lower regonition rate
for PUT CM and PUT CW datasets, which is in contrast
to better recognition rate for SM. The author believes
that those results are caused by different structures of
the building. In case of PUT buildings, the APs are usu-
ally placed inside rooms and regardless of the corri-
dor type, theWiFi information that reaches themobile
device was probably deϐlected several times. In case
of the shopping mall, the open-spaces result in a WiFi
signal propagating directly to the user, thus resulting
in lesser number of deϐlections. Another tested func-
tions was an Euclidean norm with an additional sub-
tracted discount for each correctly matched network
(called Euclidean norm II). This approach was based
on an observation, that WiFi scans with higher num-
ber of matched networks are intuitively more likely
to be the same. This modiϐication didn’t have any sig-
niϐicant impact and resulted in values similar to the
Euclidean distance approach. Due to the low recogni-
tion rate achieved with the Euclidean distance propo-
sitions, the simple similarity idea was expanded to in-
corporate RSSI values. For simplicity, the RSSI of the
same networks are assumed to have Gaussian distri-
bution. Then the similarity of networks found in two
scans is deϐined by Gaussian membership values. The
similarity between two scans X and Y is measured as
a sumof Gaussianmembership values for all networks
available in both scans. Formally, it can be written as:

SGauss(X ,Y, σ) =
N∑
i=1

exp{− (Xi − Yi)
2

−2σ2
}, (3)

where, N is the number of common networks found
in bothX andY scans. The σ is the standard deviation
of the measurement used to deϐine the shape of Gaus-
sianmembership function. The choice ofσ is arbitrary,
but from the experiment measuring the WiFi scans in
a single spot, it was assumed that best results should
be achieved for a value in the range of 2 to 7. To con-
ϐirm this assumption, differentσ valueshavebeen cho-
sen. As expected, the best results were obtained for σ
equal to 5. The results usingmodiϐied similarity values
turned up to be better when compared to previous ap-
proaches. For PUT CM the recognition rate increased to
86.43%, for PUT CW to 100%, for SM to 97%. In case of PUT
CW, theWiFi information is sufϐicient to precisely local-
ize the mobile device. In the remaining cases, the us-
age of image informationmay be useful in ϐinding loop
closures in scenarios, where WiFi matching failed.

3.4. TesƟng the Vision-based Loop Closure
The next tests concern the recognition rate of the

vision-based loop closure subsystem. Similarly to the
WiFi evaluation, for each distinct position one im-
age was chosen as a reference. The remaining images
were then compared against all of the images in the
database in order to ϐind a positive match.

The images taken with the Samsung Galaxy Note 3
have amaximum resolution of 1920×1080 pixels (Full
HD). Due to themobile platformprocessing power, the
resolution of 640 × 480 pixels (VGA) is chosen as the
image of reduced size have 7 times less pixels to pro-
cess. This results in obvious processing speed up. A
detailed comparison with VGA and FullHD images is
presented in Tab. 4.

The most time consuming part of any system us-
ing the SURF detector/descriptor is the detection of
keypoints that takes almost 1s on the Samung Galaxy
Note 3. The obvious reduction of needed time can be
achieved by lowering the number of keypoints used by
system and thus described by the descriptor. Unfor-
tunately, the minimal number of keypoints needed to
achieve a robust system is application dependent and
in the proposed tests 500 strongest keypoints were
chosen. Another time reduction strategy is to use dif-
ferent detector/descriptor pairs [15], but tests con-
cerning the choice of detector/descriptor pairs are not
a part of presented research.

Fig. 6. Similar corridors with corresponding image
words observed in two distant localizaƟon posiƟons in
PUT CM dataset

When the detection and description parts are ϐin-
ished, a k-dimensional word creation is initiated. The
process start with the classiϐication of descriptors of
keypoints found in the image. Thedescriptors are clas-
siϐied into clusters, for which the minimal error to
the centroid is obtained. The centroids are computed
prior to the localization. The centroids are found by
performing a k-means algorithm computation on a
dataset consisting of every descriptor found in all ref-
erence images. After the classiϐication, each image is
described by a histogram of length k with number of
descriptors classiϐied into each cluster. The construc-
tion of the image word ϐinishes with a normalization
procedure of the histogram. The exemplary computed
words for images from PUT CM dataset are presented
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Tab. 4. Processing Ɵme of the proposed visual loop closure subsystem

System part S. Galaxy Note 3 VGA S. Galaxy Note 3 Full HD Nexus 7 VGA Nexus 7 Full HD
Image resizing 18.86 ms - 34.0 ms -
Keypoints detection 460.53 ms 2376.32 ms 443.57 ms 2516.21 ms
Keypoints description 486.73 ms 720.86 ms 431.21 ms 648.57 ms
Word creation (K=5) 30.71 ms 30.14 ms 34.00 ms 33.64 ms
Word creation (K=20) 127.21 ms 126.78 ms 116.79 ms 116.07 ms
Word creation (K=50) 351.21 ms 349.43 ms 374.00 ms 300.43 ms
Word creation (K=200) 1417.36 ms 1378.71 ms 1303.36 ms 1133.71 ms
Estimated total time 1093 ms 3224 ms 1026 ms 3281 msper word creation (K=20)

in Fig. 6. After the normalization, k-dimensional word
for an image is successfully computed, the subsystem
determines the correct match to the reference frames
stored in the database by comparing current image to
all entries in the database. In the proposed subsystem
the comparison of words is done using the Euclidean
distance. If the smallest distance between matches is
higher than a preset threshold, the match is consid-
ered to be correct.

Fig. 7. The recogniƟon rate and Ɵme taken for word cre-
aƟon for different number of centroids evaluated at PUT
CW

To determine, what number of classes k used by
the k-means algorithm results in the highest recogni-
tion rate, different number of k values were evaluated.
The results are presented in Fig. 7. For the proposed
datasets, higher number of classes for the k-means al-
gorithm results in higher recognition ratee. But, in the
presented vision-based loop closure approach, each
descriptor is assigned tooneofk clusters. If thek value
is higher, the total time needed to classify descriptors
is higher. Therefore, it is necessary to ϐind a k value
that results in high recognition rate within reasonable
time. From Fig. 7, the value of k equal to 200 is chosen
as the best choice and used in described subsystem.

The results obtainedby theproposed approach are
also presented in Tab. 5. The visual loop closure has
the highest recognition rate of visited places in case
of PUT CM dataset, which is equal to 97.86% for cho-
sen k equal to 200. The small number of distinct ob-

Tab. 5. Accuracy of the proposed visual loop closure ap-
proach

PUT CM PUT CW SM
k = 5 70.71% 48% 64%
k = 20 91.43% 72% 84%
k = 50 95% 78% 86%
k = 200 97.86% 88% 92%
k = 500 98.57% 90% 97%
k = 1500 98.57% 92% 98%

jects poses a great challenge for the visual system as
the detected features are in most cases similar for all
of the positions in the sequence. The problem of sim-
ilar places also arises for PUT CW, for which the lowest
performance is achieved. The recognition rate of 92%
for the SM dataset inmost cases is a result of situations,
when passing pedestrians are present in a signiϐicant
part of the image and thus make images from training
and testing sets look different.

3.5. Results – TesƟng WiFi Guided Vision Loop Closure

The system that combines information from both
subsystems is expected to outperform either of them.
In Tab. 6 the best results obtained from both sub-
systems are presented. The comparison shows, that
WiFi ϐingerprinting provides more reliable estimate
for the PUT CW or SM datasets, whereas visual loop clo-
sure works better for the PUT CM dataset. In case of ap-
plication tailored for a speciϐic building, the systemde-
signer may decide to use only one source of informa-
tion. If the single-source solution is inefϐicient, there
exists a need for a system integrating data from both
subsystems.

In case of an unknown building structure, it is es-
sential to correctly weight information from both sub-
systems. In the presented research, threemethods are
proposed and tested:
1) method I – rank-based,
2) method II – normalize and sum,
3) method III – normalize and multiply.

Method I, called rank-based, for each position to
evaluate assigns the ranks based on the similarity of
WiFi scans and distance functions for vision-based
loop closure to positions stored in the database. For
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each position to classify, the most probable estimates
from both subsystems are provided. Then, separately
for each subsystem, the most probable estimate is as-
signed rank 1, the second most probable is assigned
rank 2 and so forth. At this point of processing, each
position to process contains two ranks representing
the estimates from both subsystems. Then, for each
reference position, a summation of assigned ranks is
performed. The position in the database with a lowest
sumof ranks is chosen as a combined systemestimate.

Method II, normalize and sum, tries to incorporate
also information about the distances between posi-
tion in the estimates of separate subsystems. To in-
clude this information into the proposed system, sub-
systems estimatesmust have a similar range of values.
Therefore, for each position a vector of distances to
all database entries is created and then normalized in
L2 norm. The normalized vector of estimates for WiFi
ϐingerprinting is denoted by w. The equivalent, nor-
malized vector for vision loop closure is denoted by v.
As the WiFi subsystem operates using similarities be-
tween classes, whereas vision-based loop closure uses
distances, the ϐinal estimation is computed as differ-
ence of estimates (w−v). The ϐinally inferred position
is based on ϐinding an index of maximal element in a
w − v vector:

estimatedIDII = argmax
i

{w(i)− v(i)}, (4)

Method III, normalize and multiple, uses a simi-
lar strategy to previously presented method II. In this
case, the distances fromvision loop closure are recom-
puted to represent similarities by exchanging each
value x in a vector v with 1 − x. The resulting vec-
tor is againnormalized. Thebest position estimatedby
the integrated system corresponds to an index ofmax-
imal value after elementwise multiplication of vectors
v and w:

estimatedIDIII = argmax
i

{(1− v(i)). ∗ w(i)}, (5)

The proposed system is evaluated in the sameway
as shown for the subsystems. The results are pre-
sented in Tab. 6. It is shown that when concerned
about the PUT CM building, all of different functions
for the system using WiFi data performed worse than
vision-based loop closure. In other cases, the pro-
posed system performs the same or better than ei-
ther of the subsystems. The best results are obtained
for method II and it is the recommended method if
the structure of the building is unknown or if the
system must operate in changing conditions regard-
ing the uniqueness of images and number of avail-
able WiFi networks. In case of a system created for
speciϐic building it is recommended to record a train-
ing and testing set and perform experiments to cor-
rectly weight the input of each subsystem. In some
cases it might be also necessary to detect same po-
sitions based solely on WiFi, whereas in other com-
pletely rely on gathered images. These mentioned re-
marks are application-speciϐic and cannot be applied
to universal system. In case of the proposed system

operating in three different buildings, the recognition
ratewas equal or greater than 90%in each, tested case
without usage of additional subsystem weights.

Tab. 6. LocalizaƟon recogniƟon rate of subsystems and
different approaches to the system combining informa-
Ɵon fromWiFi and Vision subsystems

PUT CM PUT CW SM
WiFi ϐingerprinting 86.43% 100% 97%
Visual loop closure 97.86% 88% 92%
Method I (rank-based) 92.14% 97% 97%
Method II (sum) 90% 100% 98%
Method III (product) 88.57% 100% 98%

4. Conclusion
The proposed event-based, WiFi-guided visual

loop closure approach presents a new approach to
data integration of mobile platforms’ sensor informa-
tion that results in a system than outperforms each in-
dividual approach. The information from camera usu-
ally helps in localization in areaswith small number of
WiFis, e.g., corridors or staircases. What is surprising,
the systemperformedwell in the case of corridors that
seemed alike. The system works with lesser recogni-
tion rate in case of a shopping mall, where sudden
pedestrian’s occlusions negatively affect the visual lo-
calization. Moreover, the achieved results suggest that
WiFi and vision information complement each other
and provide a data needed to create a more robust lo-
calization system.

Contrary to proposed event-based localization, the
further workswill focus on providing a continuous es-
timate at the user by estimating the motion through
the vision-based monocular visual odometry with ad-
ditional incorporation of WiFi information.
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