
Journal of Automation, Mobile Robotics & Intelligent Systems VOLUME 7, N◦ 4 2013

SÖ���« EÃÊã®ÊÄ R��Ê¦Ä®ã®ÊÄ SùÝã�Ã ¥ÊÙ SÊ�®�½ RÊ�ÊãÝSÖ���« EÃÊã®ÊÄ R��Ê¦Ä®ã®ÊÄ SùÝã�Ã ¥ÊÙ SÊ�®�½ RÊ�ÊãÝSÖ���« EÃÊã®ÊÄ R��Ê¦Ä®ã®ÊÄ SùÝã�Ã ¥ÊÙ SÊ�®�½ RÊ�ÊãÝSÖ���« EÃÊã®ÊÄ R��Ê¦Ä®ã®ÊÄ SùÝã�Ã ¥ÊÙ SÊ�®�½ RÊ�ÊãÝ

SubmiĴed: 15th January 2013; accepted: 4th June 2013

Łukasz Juszkiewicz

DOI: 10.14313/JAMRIS_4-2013/59

Abstract:
The paper presents a speech emoƟon recogniƟon system
for social robots. EmoƟons are recognised using global
acousƟc features of the speech. The system implements
the speech parameters calculaƟon, features extracƟon,
features selecƟon and classificaƟon. All these phases are
described. The system was verified using the two emo-
Ɵonal speech databases: Polish and German. Perspec-
Ɵves for using such system in the social robots are pre-
sented.
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1. IntroducƟon
Recently, a new ϐield of robotics is being devel-

oped: a social robotics. A social robot is able to com-
municate with people in an interpersonal manner and
achieve social and emotional goals [25]. Social robots
aremeant to collaboratewithpeople andbe their com-
panions in applications such as education, entertain-
ment, health care etc.

Emotions play a signiϐicant role in an interpersonal
communication, so an ability to recognise other peo-
ple’s emotions from speech and adapting one’s re-
sponse is an important social skill. Person without it,
would have difϐiculties with living in a society. Simi-
larly, the social robot needs to be able to recognise ex-
pressions of emotions, so that it could communicate
withman in the natural manner and could be his com-
panion.

Information on emotion is encoded in all aspects of
language, in what is said and in how it is said or pro-
nounced, and the “how” is even more important than
the “what” [29]. Considering all levels of language,
frompragmatics down to the acoustic level, the follow-
ing thing can be said: Starting with pragmatics, inten-
tion of speaker is highly correlated with his emotional
state [22]. The literal meaning of an utterance is the
most obvious display of emotions, so the statements
or keywords such as “I am sad” can be treated as emo-
tion indicators [19]. However, explicit expressions of
emotions can be intended as ironic or not express true
emotions of the speaker.

Another indicator of the emotions is a tone of a
voice, that is the phonetic and acoustic properties
of speech. For example, the cracking voice could be
the evidence of an excitement. Voice quality and the
prosody (pitch, intensity, speaking rate) have been
best researched in the psychological studies. They also

intuitively seem to bemost important in expression of
emotions. An often cited review of literature on emo-
tions in speechwaswrittenbyMurray andArnott [17].
They refer to a number of studies which seem to have
identiϐied almost explicit correlation between emo-
tions and acoustic parameters. However in the studies
of different authors conϐlicting results can be found.
This is probably due to the large variability of the ex-
pression of emotions and different variants of the cer-
tain emotions, such as “hot” and “cold” anger [8].

The system has been developed to recognise emo-
tions in recorded statements on the basis of acoustic
features of speech. Section 2 discusses the structure of
the system and its implementation. Section 3 presents
the results of system’s veriϐication. In conclusion the
results are evaluated and further development plans
are presented.

2. Speech EmoƟon RecogniƟon System
Commonly used pattern recognition algorithms

are applicable to the speech emotion recognition
problem. However, there are at least two different ap-
proaches. One is estimating the short-time signal pa-
rameters andmodelling their changeswith theHidden
MarkovModels or similar [16,18]. Theother is extract-
ing global features of the signal and applying statistical
methods and various types of classiϐiers: SVM [5, 33],
artiϐicial neural networks [9, 30], decision trees [26]
and other. The second approach was chosen — each
utterance is analysed as awhole, so global features are
extracted and then classiϐied.

There is no compliance about an optimal set of fea-
tures for speech emotion recognition. Moreover, such
a set would depend on a number and type of emotions
being recognised, language, recording conditions etc.
Therefore, a standard approach is to extract very large
features vector (even about 4,000) and then reduce
the number of features to obtain a subset that has bet-
ter discriminative power in particular task [23]. Com-
monly used features selection algorithms are prin-
cipal component analysis, linear discriminant analy-
sis, information gain ratio, sequential forward ϐloating
search [24,31,32].

The speech emotion recognition system [28] has
the form of a set of MATLAB scripts using external
tools — the programs Praat and Weka. Praat is a
free (Open Source) program for phonetic analysis of
speech. It can compute several parameters of speech:
pitch, formants, spectrum, MFCC and many others
[20]. Weka 3 (Waikato Environment for Knowledge
Analysis) is a popular suite of machine learning soft-

59



Journal of Automation, Mobile Robotics & Intelligent Systems VOLUME 7, N◦ 4 2013

ware written in Java. It contains a collection of visuali-
sation tools and algorithms for data preprocessing, ϐil-
tration, clasterisation, classiϐication, feature selection
and regressionmodelling [10]. It is freely available un-
der GNU General Public License. This form of the sys-
tem allows easy modiϐications and facilitates testing
various algorithms. The structure of the system is il-
lustrated in ϐigure 1. There are two phases of the sys-
tem’s operation: learning phase and evaluation phase.
In the off-line learning phase feature selection and su-
pervised learning of classiϐier is carried. In the eval-
uation phase the prepared system is used for on-line
speech emotion classiϐication.
2.1. Speech signal acquisiƟon

The ϐirst stage of a recognition process is a speech
signal acquisition—an acoustic signal has to be trans-
formed into an electrical signal and then digitalised.
Quality of a usedmicrophone and a preampliϐier plays
important role — distortions may affect recognition
accuracy. Regardless of the quality of the recording
equipment there still is a problem of an environmen-
tal noise and the noise generated bymotors and other
moving parts of the robot itself. It was assumed that
in recordings used for classiϐication, signal to noise ra-
tion would be high enough and there would be no ad-
ditional voices (one person speaking at the moment).
2.2. Speech signal parametrisaƟon

Todetermine the emotionof the speech, six param-
eters of the speech signal were used: intensity, spec-
trogram, pitch, mel-frequency cepstral coefϐicients,
long-term average spectrum and harmonics to noise
ratio. Some of them were computed using several dif-
ferentmethods, because they gave slightly different ef-
fects.

Intensity is the instantaneous sound pressure value
measured in dB SPL, ie dB with respect to pressure of
2 · 10−5Pa [20].

Spectrogram The speech signal is split into 16ms
frames with a 10ms step. Each frame is Fourier trans-
formed to compute the magnitude of the frequency
spectrum. The phase is neglected. Then logarithm is
taken from the magnitude spectrum, and the result is
appended to a matrix. This matrix is called spectro-
gram [12].

Pitch is a fundamental frequency of the speech. It
is produced by vocal folds (known commonly as vo-
cal cords). Two algorithms were used to estimate
the pitch: autocorrelation method [1] and cross-
correlation method [21]. The pitch exists only for the
voiced parts of the signal, so resultingwaveform is dis-
continuous. Built in smoothing and interpolation func-
tions are used to overcome this issue.

Mel-frequency Cepstral Coefficients (MFCC) are com-
monly used for parametrisation of the speech [20,27].
Spectrum of the windowed signal is analysed by a

bank of 26 bandpass ϐilters with a central frequency
equally spaced on a mel-scale, reϐlecting the subjec-
tively perceived pitch. Subsequently, a discrete cosine
transform is used to a logarithmised spectrum into a
cepstrum. Only the ϐirst 12 coefϐicients are used. Ad-
ditionally, a 13rd series is computed as the average of
all 12 series of the coefϐicients.

Harmonics to noise raƟo (HNR) is energy of the har-
monic parts of the signal related to the energy of
the noise parts. HNR is expressed in dB and com-
putedusing the autocorrelationmethod and the cross-
correlation method [1].

Long-Term Average Spectrum (LTAS) is averaged log-
arithmic power spectral density of the voiced parts
of the signal with an inϐluence of the pitch corrected
away [13].
2.3. Feature extracƟon

In order to extract more useful information from
obtained parameters vectors additional vectors are
derived from them:
- ϐirst and second order difference,
- values of local minima,
- values of local maxima,
- distance between adjacent extrema,
- value of difference of the adjacent extrema,
- slopes between the adjacent local extrema,
- absolute values of the two above.
The acoustic features are time-series — their length
depends on the duration of analysed utterance. For
classiϐication purposes, it is necessary to convert the
time series into a feature vector of ϐixed length. This
is achieved by treating time series as outcomes of ran-
dom variables and computing their statistics:
- arithmetic mean,
- median,
- standard deviation,
- global maximum,
- global minimum,
- ϐirst quartile,
- second quartile,
- range,
- interquartile range.
Further they will be referred to as the basic statistics.

Algorithm of extracting the features from the raw
acoustic features is basically uniform (except for spec-
trogram and LTAS). For each of them, treated as time
series, there are computed:
- basic statistics,
- linear regression coefϐicients,
- basic statistics of derived series,
- linear regression coefϐicients of local maxima,
- linear regression coefϐicients of local minima.
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Fig. 1. Block diagram of speech emoƟon recogniƟon system.

For each of the spectra forming spectrogram and
for LTAS, there are computed:
- linear regression coefϐicients,
- centre of gravity, deϐined as CG = ΣfiEi

ΣEi
, where: fi

— i-th frequency,Ei —energy of fi,
- 9th and 1st decile difference,
- slope between global maximum and minimum.
For LTAS, coefϐicients listed above are ϐinal features.
For spectrogrambasic statistics of them are computed
to obtain ϐinal features.

Using this method 1722 features are generated.
The structure of the feature vector is illustrated in ϐig-
ure 2. The number of features is then reduced in the
feature selection process.

Fig. 2. Structure of feature vector.

2.4. Feature selecƟon

Weka’s function AttributeSelection was used
to remove features that are redundant or not rel-
evant for this particular task. This function re-
quires subset evaluation and search functions. For
evaluation correlation-based feature subset selection
CfsSubsetEval was used — subsets of features that
are highly correlated with the class while having low
intercorrelation are preferred [11]. Search function
was BestFirst, which searches the space of attribute
subsets by greedy hill climbing augmented with a
backtracking facility.

Feature selection is done in training phase. There-
fore the selected feature vector depends on the train-
ing set.

2.5. ClassificaƟon

Several different classiϐiers, provided by the Weka
package, were tested:
- multilayer perceptron,
- support vectormachinewith sequentialminimal op-
timisation,

- radial basis function network,
- Bayes network.
Results obtained from each of those classiϐiers were
very similar. The feature selection stage seems to
be crucial — selecting minimal vector of discrimi-
native features makes the choice of classiϐier a mi-
nor problem. In section 3 the average recognition
ratios for every classiϐier are presented. However,
detailed classiϐication results are presented only for
BayesNet classiϐier — Bayes network that can use
various search algorithms and quality measures [2].
Here, SimpleEstimator (estimating probabilities di-
rectly from data) and K2 (implementing hill climbing)
were used [7].

Advantage of Bayes Network classiϐier is the rela-
tively low complexity while maintaining performance
comparable with more complex classiϐiers. Additional
advantage is explicit representation of knowledge —
created network can be analysed or used for other
purposes. Learning of Bayesian classiϐier is prone
to mutual correlation of features — redundant ones
could be dominant [14]. However, the algorithm used
for feature selection removes redundant features, so
this problem is eliminated.

3. Results
The tests were carried in two stages. In the ϐirst

stage, two available databases of acted emotional
speech: Berlin Database of Emotional Speech and
Database of Polish Emotional Speech were used. They
contain recordings registered in studio conditions, dif-
ferent from those that are expected in social robot
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application. Those test, however, can verify the cho-
sen methodology. The second stage is veriϐication for
the intended use of system — test recordings should
meet typical responses to social robot and should not
be recorded in such artiϐicial conditions as mentioned
databases.

3.1. Speech corpora

Berlin Database of EmoƟonal Speech (Emo-DB) was
recorded at the Technical University of Berlin [4]. Five
male and ϐive female carefully chosen speakers pre-
tended six different emotions (anger, joy, sadness,
fear, disgust and boredom) and neutral state in ten ut-
terances—ϐive consisting one phrase and ϐive consist-
ing two phrases. Every utterance is in German and has
emotionally neutralmeaning. After recordings 20peo-
ple were asked to classify emotion of each utterance
and rate its naturalness. Utterances thatwere not clas-
siϐied correctly by more than four persons or consid-
ered as unnatural by more than two were discarded.
Resulting database consists of 493 recordings.

Database of Polish EmoƟonal Speech consists of 240
recordings [15]. Four male and four female actor
speakers were asked to enact in ϐive phrases ϐive dif-
ferent emotions (anger, joy, sadness, fear and bore-
dom) as well as the emotionally neutral state. Phrases
are uttered in Polish and their meaning is emotionally
neutral. The number of recordings is the same for each
emotion. These recordings were evaluated by 50 hu-
mans — each of them was asked to classify 60 ran-
domly selected samples. The average recognition ratio
was 72%.

3.2. Speaker independent

Tests were carried out for the full set of recordings
form both databases excluding those marked as dis-
gust. There are no recordings of this emotion in Polish
database, so itwas ruled out to to keep the same condi-
tions for both tests. Tenfolds cross-validationwasused
to evaluate classiϐication accuracy.

Emo-DB A subset of Emo-DB used for experiments
consisted of 489 utterances: 71 of joy, 62 of sadness,
69 of fear, 127 of anger, 81 of boredom and 79 neutral.
Selected features vector was 123 elements long. Table
1 summarises numbers of the features derived from
each of the parameters as well as the maximum and
average information gain ratio (IGR) of those features.
Despite the fact, that features derived from the MFCC
and the pitch form a major part of vector, LTAS fea-
tures have the higher average IGR. All other acoustic
parameters are represented among selected features
— each of the speech parameters is relevant and non-
redundant. However, it should be noticed that HNR
has signiϐicantly lower contribution thanother param-
eters. System classiϐied properly 396 (81,98%) in-
stances using the Bayes net classiϐier. Table 2 shows
confusion matrix and accuracy of classiϐications of
each emotion. Results achieved using other classiϐiers
were: 79.7% for perceptron, 80.1% for RBF network

Tab. 1. Number of features derived from the individual
parameters of speech signal for Emo-DB

Parameter No. of feat. Max. IGR Avg. IGR
MFCC 45 0.446 0.258
Pitch 29 0.434 0.241
Intensity 22 0.478 0.245
HNR 13 0.189 0.133
Spectrogram 8 0.429 0.213
LTAS 6 0.440 0.268
Σ 123

and 80.9% for SVM. In comparison in the study [30]
accuracy of 79.47 % was achieved. In the studies [26]
and [29] whole database (including disgust) was used
and respectively 78.58% and 66,5% were archived.

Tab. 2. Confusion matrix for Emo-DB

Classiϐied as
N J S F A B

Ac
tu
al
cla

ss
N 68 0 1 3 0 7 86,1%
J 2 37 0 8 24 0 52,1%
S 3 0 58 0 0 1 93,5%
F 1 8 4 52 4 0 75,4%
A 0 11 0 4 112 0 88,2%
B 8 0 3 1 0 69 85,2%

Polish Database In experiment for Polish language,
all 240 recordings (40 of each emotion) were used.
There were 86 selected features. Table 3 summarises
numbers of the features derived from each of the pa-
rameters as well as the maximum and average infor-
mation gain ratio (IGR) of those features. It can be no-
ticed that theLTAShas signiϐicantly higher average IGR
than theotherparameters. System, using theBayesnet

Tab. 3. Number of features derived from the individual
parameters of speech signal for Database of Polish Emo-
Ɵonal Speech

Parameter No. of feat. Max. IGR Avg. IGR
MFCC 41 0.467 0.287
Pitch 18 0.458 0.224
Intensity 12 0.390 0.278
HNR 6 0.320 0.223
LTAS 6 0.666 0.454
Spectrum 3 0.240 0.200
Σ 86

classiϐier, properly classiϐied 177 (73,75%) instances
(64,18% in [6]). Results achieved using other classi-
ϐiers were: 71.7% for perceptron, 67.9% for RBF net-
work and70.8% for SVM. Table 4 shows confusionma-
trix and accuracy of classiϐications of each emotion.

3.3. Speaker dependent

Experiments with a speaker dependent recogni-
tion were carried out for the recordings from the
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Tab. 4. Confusion matrix for Database of Polish Emo-
Ɵonal Speech

Classiϐied as
N J S F A B

Ac
tu
al
cla

ss

N 31 0 2 3 0 4 77,5%
J 2 32 0 0 6 0 80,0%
S 0 0 35 1 0 4 87,5%
F 1 0 8 21 8 2 52,5%
A 0 7 0 4 29 0 72,5%
B 3 0 7 1 0 29 72,5%

Database of Polish Emotional Speech. Feature selec-
tion and classiϐication processwas done separately for
each speaker’s 30 utterances. Length of the feature
vectors and classiϐication accuracy were summarised
in table 5.

3.4. For social robots

In order to test the developed system for its us-
ability for speech emotion recognition for the social
robots, group of people was asked to utter phrases
expressing four different emotional states: happiness,
compassion, contempt and the neutral state. These
statements were intended to meet the most com-
mon people’s reactions to short-term contact social
robot. The social robot Samuel (ϐigure 3) was given
as an example [3]. It was assumed that in such
a task is better to recognise fewer emotions with
the (expected) better accuracy. In comparison to the
discussed databases, the meaning of phrases corre-
sponds to the expressed emotion—it was concluded
that in this case it is more likely. Example sentences
are (English translation in brackets):
- Ale wyczesany robot! (What a cool robot!)
- Musi ci być smutno tak stać…(Itmust be sad to stand
like this…)

- Weźcie to stąd! (Take this away!)
- Na podłodze leży dywan. (Carpet lies on the ϐloor).

Recordingswere taken in classroom in presence of
many people at the same time, so conditions were far
from the studio both in terms of acoustics and back-
ground noise. Electret microphone was used along
with battery powered preamp and an external USB
sound card. Sampling ratewas set at 22050Hz, and the
resolutionwas 16b. During experiment 160 sentences
were recorded (40 for each emotion). One recording
turned out to be corrupted, so it was ruled out.

Test set contained 159 recordings (39 for hap-
piness, and 40 for each of other emotions). System
performance was evaluated using Bayes net classiϐier
and tenfold cross-validation. System correctly classi-
ϐied 110 instances (69%). Table 6 shows the confusion
matrix and the accuracy of classiϐication of each emo-
tion. In the feature selection process 33 features were
selected: 19 derived from MFCC, ϐive from pitch, four
from spectrogram, two from intensity, two from LTAS
and one from HNR. Differently from previous experi-
ments, the highest average IGR have features derived
from the intensity (0.269) and those derived from

LTAS havemuch lower avg. IGR (0.201). The lower avg.
IGR have HNR (0.164).

4. Conclusions
This paper presents anddiscusses the speech emo-

tion recognition systembased on the acoustic features
of speech, apart from its semantic. Veriϐication of the
system using the Berlin Database of Emotional Speech
and Polish Database of Emotional Speech conϐirms the
effectiveness of the chosen feature extraction, selec-
tion and classiϐication methods. It should be noted,
however, that in Polish language fear is clearly less
recognised than other emotions, so is joy in the Ger-
man language. For both languages, joy is often con-
fused with anger — these emotions with opposite va-
lence both have high arousal and are close to each
other in acoustic feature space. This fact is important,
because if the systemwas used by the social robot this
type ofmistake could result in incorrect response. One
of the solutions could be weighting errors of misclas-
siϐing different pairs of emotions.

Veriϐication for the target application showed that
it is possible for the developed system to recognise
emotions in recordings made in “non-sterile” condi-
tions. Achieved recognition accuracy is promising for
the future usage. However, social robot, designed to be
human‘s companion, should be able to recognisemore
emotional states than the short-term contact robot.
Therefore, further experiments and research should
be carried out, especially concerning noise robust-
ness.
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Fig. 3. Social robot Samuel.
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Tab. 5. Feature vector length and classificaƟon accuracy for speaker dependent tests.

Speaker M1 M2 M3 M4 F1 F2 F3 F4
Length of feature vector 25 26 42 30 39 25 37 28
Classiϐication accuracy 96,7% 100% 100% 100% 100% 96,7% 100% 100%

Tab. 6. Confusion matrix for social robot experiment.

Classiϐied as
Neu. Cont. Hap. Comp.

Co
r.c

l. N 30 7 1 2 75%
Ct 5 30 2 3 75%
H 4 9 25 1 64%
Cm 8 0 7 25 63%
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