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Abstract: 
The solution of the problem of optimal crane’s control 
is proposed in this article. The crane’s model is adopted 
as two-mass. The synthesized quasi-optimal control al-
lows one to eliminate vibrations during braking load of 
the crane. Control is a function of phase coordinates of 
dynamic system ”truck-load“ and it’s limited in size. One 
may use for the solution of the problem the method of 
dynamic programming. The results are illustrated with 
the help of graphics which are bold on the phase planes.
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1.	 Introduction
The handling of various cargoes with a help of 

bridge cranes is widespread. They are used in sea and 
river ports, factories of chemical and metallurgical 
industry, mechanical engineering and more. Bridge 
type cranes often work in unsteady operating modes 
(start, stop, reverse). It is known that the default 
mode of motion of the crane may be absent in general 
case. Dynamic processes occurred during the tran-
sient motion of crane mechanisms may determine the 
efficiency of the crane, as well. The cargo usually is 
fixed on a rope and its vibrations affect on the perfor-
mance, reliability and efficiency of bridge crane. The 
problem of eliminating of load’s vibrations for port’s 
reloaders and steel valves is particularly relevant. In 
the first case, the elimination of load’s vibrations in-
creases crane’s productivity and reduces the idle of 
the ship in port in the first case and increases safety 
of the work in the second one.

Vibrations of the load on a rope appear during 
transient motion of the crane, continue during its 
steady movement phase and are present even after 
crane’s stop. It is desirable to eliminate these crane’s 
vibrations as quickly, as it is possible [1]. However, the 
optimal control of velocity’s action to eliminate the 
load’s vibration significantly increases the dynamic 
load of crane’s elements and this crane can quickly 
fail. One may use other methods of solving this prob-
lem. For example, one may use fuzzy-controllers 
[2–5]. The disadvantage of such methods is that they 
do not include the restrictions imposed on the drive 
mechanism of the crane, also that load vibrations may 
have big amplitude during the transient process.

One may use the passive damping devices for the 
elimination of load’s vibrations. By the way, there are 

a number of ways that are patented and used by dif-
ferent companies [6–8]. The main drawback of these 
methods is that they do not provide optimal control. 
That’s why the problem of finding of the optimal con-
trol of crane’s load oscillations during its removal is 
very important.

2. References 
2.1. Problem of Optimal Control

For the research purpose onne may take the two-
mass dynamic model of the mechanism of movement 
of the crane which is performed in Fig. 1. This model 
is common and is used by many researchers [9–11]

Fig. 1.  A dynamic model of the system ”crane-load”

The above mentioned calculation model (Fig. 1) is 
described by a system of differential equations:
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where m1 is the mass given to the translational motion 
of the drive mechanism and the weight of the crane; 
m2 is the mass of cargo; x1, x2 are the coordinates of 
the centers of mass of the crane and of the cargo; g is 
the acceleration of the free fall; l is the length of the 
flexible suspension; F is the total traction or braking 
force which is acting on the crane; W is the power of 
resistance given to the movement of the crane. Point 
over a symbol means differentiation in time.

We assume that when the crane is moving during 
braking it does not change its speed, that is sign( )=1.
One may take the system of equations (1) in a canoni-
cal form. Let’s add one more equation for the function 
of control‘s changes:
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where y0 is the function proportional to the coordinate 
the load ( = Ω2

0 2 0/y x ); Ω is the own frequency of load’s vi-
bration relatively movable crane ( Ω = +1 2 1( ) /m m g m l );
Ω0 is the own frequency of load’s vibration relative to 
the fixed crane ( Ω =0 /g l ); u is the function of con-
trol of dynamic system “crane-load” ( = − 1( )/u F W m );
φ is the function of rate of change of control. The re-
strictions imposed on the control u are in the form of 
inequalities:
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where Fmax is the maximum force over the crane, 
which corresponds to the maximum torque on the 
motor shaft.

The movement of the crane with a load is charac-
terized by initial conditions which are recorded for 
the new phase coordinates y0, y1, y2, y3 as follows:
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here ∆х is the difference of coordinates of the crane 
and load (∆х= х1- х2); α – is the angle of the rope load 
with the vertical. The system (4) used an approximate 
estimation follows ∆х≈lα from the fact that sinα≈α, for 
the small values of α. This approach does not give sig-
nificant errors.

The initial conditions (4) allow one to determine 
parameters of motion of the crane and of the load 
which must be measured.  This is necessary to de-
termine these conditions and for their default at the 
crane’s system control. One must measure the coor-
dinate of crane’s position and its higher derivatives 
in time up to the third as well, a length of rope and 
rope angle of the load from the vertical and its high-
er derivatives in time up to the third as follows from 
this system. These parameters are measured with a 
help of the three encoders. One encoder measures the 
length of rope. It’s installed on the cable drum.  The 
second encoder measures the position of the crane 
relative to zero. The third encoder measures the angle 
of the rope load from the vertical. Its output shaft is 
attached to the rope with a help of special fittings.

The following final conditions must be performed 
in order to eliminate load’s oscillations during the 
moment when crane is putting on the breaks:
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The first condition in (5) is equivalent to the situa-

tion when the load’s speed is equal to zero, the second 
condition is equivalent to the situation when the dif-
ference of coordinates of the crane and cargo is equal 
to zero, the third condition in (5) is equivalent to the 
situation when the difference in speed of the crane 
and load is equal to zero. So, the amount of energy’s 
oscillations of the load and of the crane’s movement 
should be equal to zero just at the moment t=T. This 
situation means the crane’s stopping and the lack of 
load’s vibration.

In order to create the synthesis of control one 
must set the criterion of optimality which will deter-
mine only the one optimal control of the entire set of 
alternatives. The criterion of optimality of motion of 
the crane during its braking may be adopt as such in-
tegrated functionality:

(6)
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where δ1, δ2, δ3, δ4, δ5 are some coefficients. These co-
efficients can be calculated as follows:

	 δ = =� , 1, 2, 3, 4, 5,j j jk I j 	 (7)

where kj – the weight’s coefficient that takes into ac-
count the respective importance of the j-th index in 
the structure of the criterion; Ĩj – a factor that brings 
the dimension of the j-th index in the structure of the 
criterion (6) to dimensionless form.

Criterion (6) is an integrated linear-quadratic in-
tegral criterion and it reflects both the phase coordi-
nates of the dynamical system and the “costs” to its 
control as well.

Thus, one staged the task of the optimal control 
of the dynamic system “truck-load”. The problem is 
that the dynamic system must be converted from the 
original position which is characterized by initial con-
ditions (4) into the final one which is characterized 
by finite terms of (5).  This optimality criterion (6) 
should be least. In addition, one imposes the restricts 
on control in the form of inequality (3) and the end of 
control T is unstable.

2.2. Synthesis of Optimal Control
We use the method of dynamic programming [12] 

for solving the problem of optimal control. This meth-
od of synthesis of optimal control lets one to know 
the control as a function of phase coordinates of dy-
namical systems. This control is in the form of feed-
back. The basic functional equation for this problem 
is written as follows:

	

δ δ δ ϕ

ϕ

=

=

 ∂ ∂
+ + + + × ∂ ∂

∂ ∂ ∂ × + + − Ω + =∂ ∂ ∂

∑
3

2 2 2
4 5 1

1 0 1

2
2 3 2

2 3

min

( ) 0,

n

i i
i

S S
y u y

y y

S S S
y y u y

y y u 	 (8)
where S – Bellman’s function.
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The problem will be solved for the case when the 
control u is unrestricted (3). This circumstance gives 
one the possibility to find an analytical solution of the 
problem. However, we will consider the inequality (2) 
in future. One may search the minimum of the right 
side of the equation (8) for the function φ. Let’s differ-
entiate it by the function φ and then equate the result 
to zero:
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We find from equation (10) function:
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Let’s put the equation (10) into the equation (8). 
Then we have:
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Equation (11) is a nonlinear differential equation 
in partial derivatives. We seek its solution in the form 
of a quadratic form as one does this usually when 
solving similar problems [13]:
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where А1, А2, А3, А4, А5, А6, А7, А8, А9, А10 – constant coef-
ficients to be determined.

Take the partial derivatives of expression (12) for 
functions y1, y2, y3 and u, and:

	

∂
= + + +

∂ 1 1 5 2 6 3 7
1

2 ,S
A y A y A y A u

y 	 (13)

	

∂
= + + +

∂ 5 1 2 2 8 3 9
2

2 ,S
A y A y A y A u

y 	 (14)

	

∂
= + + +

∂ 6 1 8 2 3 3 10
3

2 ,S
A y A y A y A u

y 	 (15)

	
∂

= + + +
∂ 7 1 9 2 10 3 42 .S

A y A y A y A u
u 	 (16)

Let’s substitute expressions (13)–(16) in equation 
(11) and then remove of common factors of the brack-
ets. We get:

(18)

Equation (18) is true in the case when the expres-
sion in parentheses will be zero because the functions 
y1, y2, y3, u can’t be zero at the same time. Therefore, 
equation (18) can be replaced by a system of nonlin-
ear algebraic equations:
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The system of equations (19) may be solved in 
analytical. But it is too difficult. So let’s simplify it. The 
expression (10) may be as follows taking into account 
formula (16):
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Thus, in order to find the unknown function φ 
which is the first derivative of the function control of 
dynamic system one must find only four coefficients 
А4, А7, А9, А10. It’s necessary to form four equations in 
order to know these coefficients. The first and fourth 
equation of (19) contains only the coefficients А4, А7, 
А9, А10 so we will use them.  One can get from equa-
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tions (19) the third and fourth equation in which co-
efficients А4, А7, А9, А10 are unknown. We obtain third 
equation when rewrite the second equation of (19) 
taking into account the third and sixth equations of 
the system. We get the fourth equation when rewrite 
the ninth equation of system (19) taking into account 
the third equation of the last system. As a result, we 
have:
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The first equation of (21) is independent of others 
and we can immediately write:

	 =7 1 52 .А δ δ 	 (22)

Negative root is rejected because it can lead to 
unstable dynamical system.  We can express the un-
known coefficients А10 and А9 by the coefficient А4:
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The system of equations (21) leads to one algebra-
ic equation of eighth degree relative when one takes 
into account expressions (22)–(24):
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The last one is reduced to the equation of fourth 
degree when we will use replacement 4
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Equation (26) may be solved by Descartes-Euler’s 
method.  We will not bring solutions of these equa-
tions because they have significant volume. We note 
only that equation (26) has two real and two complex 
solutions.  One can find eight roots of the equation 
(25) turning to the reverse substitution = ± �

44À À . 
Thereafter, we choose only one – the real and positive 
root. Furthermore, we choose sign “+” before the root 
in expression (24) for the unambiguous determina-
tion of the coefficient А9. Thus, all complex and nega-
tive values of coefficients А4, А9 that satisfy the system 
of equations (21) are rejected because they can lead 
to the instability of dynamical system “crane-load”.

The expression (20) may be used to find a function 
φ that is the first derivative of the control’s function u 
over time. We need to get just the same control’s func-
tion in a such manner u= u(y0, y1, y2, y3). 

One must to integrate the expression (20) for this 
purpose:

	 	
(27)

where C – is the constant of integration. In order to 
find the constant of integration it is necessary to solve 
the following equation u(0)=u0 which in expanded 
form will take such a form: 
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One may find the solution of equation (28) and 
then substitute it in the expression (27). We will have 
finally such control’s function u:
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So we got control’s function which depends on the 
initial control and on phase coordinates as well. We 
can set arbitrarily the initial control’s function. In the 
particular case u0=0. This means no dynamic efforts 
over the crane’s drive at the beginning of its inhibi-
tion, in practice. The risk of significant current in elec-
tric and dynamic loads of the mechanical part of the 
crane’s drive and its metal faucet is eliminated as well.

Let’s build a graph (Fig. 2) for the resulting con-
trol’s law. There is also the three-dimensional phase 
portrait of dynamical system (Fig. 3). The gray point 
in Fig. 3 marks origin of the coordinate system. 

Fig.  2.  Graph of the function of optimal control of  
dynamic system ”crane-load”
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Fig. 3. Three-dimensional phase portrait of motion of 
dynamic system ”crane-load”

The dynamic system has zero energy of motion 
in the origin of coordinate system, i.e., crane stopped 
and load’s oscillations on the rope are absent.  Thus 
the problem of optimal control can be considered as a 
solved problem. However, we do not take into account 
the constraints (3) when solved this problem. These 
constraints are usually imposed on control. Physi-
cally, this means that electric drive will occasionally 
transshipped and will not be able to realize the opti-
mal control. It is therefore necessary to take into ac-
count these constraints (3).

2.3. 	Analysis of the Results (Synthesis of Quasi-
optimal Control)

An easy way to take into account constraints (such 
as (4)) is to miss the optimal control signal through 
a nonlinear element such as “saturation”.  Such con-
trol will be called as quasi control because it consists 
of the pieces of optimal control and of the pieces of 
maximum and minimum values of control.  Analyti-
cally this is expressed in the following form:
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where u* – quasi-optimal control that satisfies con-
straints (3); umin, umax – respectively the minimum and 
maximum control. Here are the graphs similar to the 
above in Fig. 4 and Fig. 5 for the case umin= –0,4 m/s2 
and umax= 0,4 m/s2. Onfie may see from the resulted 
graphs that the control does not go to the upper lim-
it.  Let us narrow the limits of permissible values of 
controls: umin= –0,2 m/s2 and umax= 0,2 m/s2. Physical-
ly, this means that the drive motor power is reduced 
by the half. So it is possible to project the crane’s mo-
tor of less power. However, the duration of the tran-
sition process is increasing as seen from Fig.  6  and 
Fig. 7. Thus, one can reduce the crane’s drive power 
when the duration of the transition process is in-
creased.

Fig. 4.  Graph of the function of the quasi dynamic 
control of the system “crane-load” while respecting the 
constraints (3) umin= -0,4 m/s2 and umax= 0,4 m/s2

Fig. 5. Three-dimensional phase portrait of the motion 
of the dynamic system “crane-load” while control is 
(30) (umin= -0,4 m/s2 ,umax= 0,4 m/s2)

Fig. 6. Graph of the function of the quasi dynamic con-
trol system “crane-load” while control is respected the 
constraints (3) (umin=-0,2 m/s2 and umax=0,2 m/s2)
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Fig. 7. Three-dimensional phase portrait of the motion 
of the dynamic system “crane-load” while control is 
(30) (umin= -0,2 m/s2 , umax= 0,2 m/s2)

Fig.  7 shows that the lack of narrowing of the 
range of allowable values of control is the changing 
of the sign of the crane’s speed. One can also specify 
another disadvantage of the optimal control as the 
quasi-optimal function. The control is too small value 
when the phase coordinates of the dynamical systems 
“crane-load” are small as well. It means that at the end 
of transition period control is “weak.”  The possible 
way to solve  this problem is to change the variety co-
efficients kj, which are included in the structure of the 
optimization criterion of the transition process.

3. Conclusion
One may use the method of dynamic program-

ming which allows to synthesize the optimal control 
in the form of feedback without restrictions on the 
amount of control.  The use of nonlinear elements 
such as “saturation” provides a quasi-optimal control 
that satisfies the limits imposed on the control just at 
the every time’s moment. This quasi-optimal control 
in the form of feedback consists of pieces of optimal 
control and of the boundary limits of the acceptable 
area.  The variation of the coefficients in the struc-
ture’s optimization criterion is the possible way to 
solve the problem of the synthesis of the optimal con-
trol which would always be in the acceptable limits 
even when these limits are the functions of the time 
and of the phase coordinates of the dynamical system 
“crane-load”.

Authors
Vjacheslav Lovejkin, Yuriy Romasevich*, 
Yuriy Chovnuk – Chair of Machine Construction, 
National University of Life and Environmental Sciences 
of Ukraine, Heroyiv Oborony st., 15, Kyiv, 03041, 
Ukraine.
E-mail: d.um@mail.ru.

* Corresponding author

References
[1]	 Sakawa Y., Shindo Y. “Optimal control of 

container cranes”, Automatica, vol. 18, no. 3, 
1982, pp. 257–266.

[2]	 Hanafy M. Omar, Control of Gantry and Tower 
Cranes. – Ph.D. Dissertation, Blacksburg, 
Virginia, Virginia Polytechnic Institute, 2003.

[3]	 Mahdieh A., Zarabadipour H., Mahdi A. S., “Anti-
swing control of a double-pendulum-type 
overhead crane using parallel distributed fuzzy 
LQR controller“, International Journal of the 
Physical Sciences, vol. 6(35), 2011, pp. 7850–
7856.

[4]	 Chengyuan C., Shihwei H., Kuohung C., 
“A  practical fuzzy controllers scheme of 
overhead crane“, Journal of Control Theory and 
Applications, vol 3, 2005, pp. 266–270.

[5]	 Mohammad R., Akbarzadeh T., Amir H. “Fuzzy 
Modeling of Human Control Strategy for Head 
Crane”. In: IEEE International Fuzzy Systems 
Conference, 2001, pp. 1076–1079.

[6]	 Kogure H., Tojo M. “Recent developments in 
crain control”, Hitachi Rev., vol 6, 1978, pp. 315–
320.

[7]	 SmartCrane™ Anti-Sway Crane Control Products, 
Product Descriptions, 2010 SmartCrane, LLC.

[8]	 Siemens SIMOCRANE Crane Management 
System, System Manual, Valid for version 4.1, 
2009.

[9]	 Solihin M. I., Wahyudi “Sensorless Anti-swing 
Control for Automatic Gantry Crane System: 
Model-based Approach“, International Journal of 
Applied Engineering Research, vol. 2, no.1, 2007, 
pp. 147–161.

[10]	 Ahmad M.A., Raja Ismail R.M.T., Ramli M.S., Abdul 
Ghani N.M. , Zawawi M.A., “Optimal Tracking 
with Sway Suppression Control for a Gantry 
Crane System“, European Journal of Scientific 
Research, vol. 3, no. 4, 2009, pp. 630–641.

[11]	 Keum-Shik H., Quang Hieu N., “Port Automation: 
Modeling and Control of Container Cranes“. In: 
International Conference on Instrumentation, 
Control & Automation, Bandung, Indonesia, 
October, 2009, pp. 1076–1079.

[12]	 Bellman R., Dreyfus E., Applied Dynamic 
Programming, Princeton University Press,  
Princeton, USA, 1962.

[13]	 Kwakernaak H., Sivan R., Linear Optimal Control 
Systems, John Wiley & Sons Inc., New York, 1972.


