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Abstract:

In this paper, a cooperative robot-robot approach to
construct metallic structures is presented. In order to deve-
lop this task, a visual-force control system is proposed. The
visual information is composed of an eye-in-hand camera,
and a time of flight 3D camera. Both robots are equipped
by a force sensor at the end-effector. In order to allow
a human cooperate with both robots, an inertial motion
capture system and an indoor localization system are em-
ployed. This multisensorial approach allows the robots to
cooperatively construct the metallic structure in a flexible
way and sharing the workspace with a human operator.

Keywords: visual servoing, force control, sensor fusion,
estimation algorithms, robot vision.

1. Introduction

The automatic assembly processes involve different
disciplines such as assembly sequence generation, as-
sembly interpretation, robot positioning techniques ba-
sed on vision and other sensors and handling of objects
of the assembly [7].

Sensors are an important subject within the machine
vision for an intelligence manipulation of objects, in si-
tuations with a high degree of randomness in the en-
vironment. The sensors increase the ability of a robot to
adapt to its working environment. Currently, visual sen-
sory feedback techniques are widely considered by re-
searches for manufacturing process automation. Over the
last few years, these techniques have been used for in-
spection and handling of objects [11] for estimation of
pose with range data and three-dimensional image pro-
cessing [4] or with stereo vision [9]. Currently, the hu-
man robot interaction to help in the modelling and loca-
lization of objects [10], and the sensorial fusion and con-
trol techniques to pose and insert objects [14] in assem-
bly processes are employed more and more.

The assembly system proposed in this paper has im-
portant advantages over the classic assembly systems,
mainly due to its interaction between human and robot.
In this system, the human will perform assistance tasks in
the manipulation and positioning of objects. Anotherim-
portant aspect is the extensive use of sensors in the dif-
ferent phases of the task.

The implemented system is composed of several sub-
systems. Among them a visual-force control subsystem to
guide the movement of the robot and control the mani-
pulation of objects in each planned task is emphasized.
On the one hand, the basic task of the visual information
is to control the pose of the robot's end-effector using
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information extracted from images of the scene. On the
other hand, the force information is used to control the
handling and grasping of objects which are manipulated.
The visual information is obtained from a camera moun-
ted on a robot's end-effector, and the force data is ob-
tained from a force sensor. The metallic structure to be
assembled is manipulated with different tools which are
interchanged automatically depending on the task that
has been planned. Furthermore, the movement of a hu-
man who interacts with the robot at the same workspace
is controlled and his positions are modelled with a RTLS
(Real-time Location System) of radio frequency UWB
(Ultra-WideBand) and with a full-body human motion
capture suit. This suit is based on inertial sensors, a bio-
mechanical model and sensor fusion algorithms. Finally,
the proposed assembly system is complemented with
a time of flight 3D-camera to help the visual control
subsystem determine the localization of objects.

To show how each subsystem works in an assembly
process, a complex metal structure has been built. The
key in constructing this, it is to combine grip and inser-
tion movements among several types of metal pieces
using robotic and human manipulators jointly to perform
collaborative tasks that facilitate the correct assembly
with robustness.

This paper is organized as follows: The system archi-
tecture is presented in Section 2. Section 3 describes
briefly the different phases of the system. These phases
are presented in detail in the following sections. The vi-
sual servoing and the visual-force control approach em-
ployed to guide the robot are described in Sections 4 and
5 respectively. The robot-robot and human-robot coope-
ration during the task are shown in Sections 6 and 7. The
final section presents the main conclusions reached.

2. System architecture

The system architecture is composed of two 7 d.o.f.
Mitsubishi PA-10 robots which are able to work coopera-
tively. Both robots are equipped by a tool-interchanger
to employ the required tools during the task (gripper,
robotic hand, screwdriver, camera, etc.). Both robots are
equipped with a force sensor.

An inertial human motion capture system (GypsyGyro-
18 from Animazoo) and an indoor localization system
(Ubisense) based on Ultra-WideBand (UWB) pulses are
used to localize precisely the human operator who colla-
borates in the assembly task. The motion capture system
is composed of 18 small inertial sensors (gyroscopes)
which measure the orientation (roll, pitch and yaw) of
the operator's limbs. The UWB localization system is com-
posed of 4 sensors which are situated at fixed positionsin
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the workplace and a small tag which is carried by the
human operator. This tag sends UWB pulses to the sen-
sors which estimate the global position of the human.

' Metallic
Structure

Mitsubishi
PA-10 robots

Fig. 1. System architecture.

3. Phases in the assembly system
The different phases which compose the assembly sys-
tem are illustrated in Fig. 2. These phases are the follo-
wing:
® Phase 1. Visual Servoing. This system is employed
to guide the robot by using visual information.
® Phase 2. Visual-force control. This approach is em-
ployed during the insertion to control not only
the robot position but also the robot interaction
forces.
® Phase 3. Robot-robot cooperation. The two robots
are required to work jointly in order to detect with
a robot visual features of the insertion task perfor-
med by the other robot.
® Phase 4. Robot and human sharing the workspace.
The system coordinates the robot behaviour bet-
ween the human and the robot.

In the next sections these phases are described in
detail.

4. Visual servoing

In this section, an approach to guide the robot using
visualinformation is presented. To do this, it is necessary
to track the desired trajectories by using a visual servoing
system employing an eye-in-hand camera system.

Fig. 2. Phases in the assembly system.

In a robotic task, the robot must frequently be posi-
tioned at a fixed location with respect to the objects in
the scene. However, the position of these objects is not
always controlled. So, it is not possible to previously as-
sure the location of the end-effector of the robot to cor-
rectly accomplish the task. Visual servoing is a technique
that allows positioning a robot with respect to an object
using visualinformation [8].

Basically, the visual servoing approach consists of
extracting visual data from an image acquired from a ca-
mera and comparing it with the visual data obtained at
the desired position of the robot. By minimizing the error
between the two images it is possible to control the robot
to the desired position. Image-based visual servoing uses
only the visual data obtained in an image to control the
robot movement. The behaviour of these systems has be-
en proved to be robust in local conditions (i.e., in condi-
tions in which the initial position of the robot is very near
to its final location) [2]. However, in large displace-
ments, the errors in the computation of the intrinsic pa-
rameters of the camera have influence on the correct be-
haviour of the system [1]. Image-based visual servoing is
adequate to position a robot from an initial point to
a desired location, but it cannot control intermediate 3D
positions of the end-effector.

A solution to this problem is to achieve the correct
locat1on following a de51red path. The desired path,
T={"s/k e1..N} (with “s being the set of M pomts or
v1sual features observed by the camera at instant &, fs =
{f/l € 1..M}), is sampled and then these references are
sent to the system as the desired references for each
moment. In this way, the current and the final positions
are very close together, and the system takes advantage
of the good local behaviour of image-based visual
servoing.

A visual servoing task can be described by an image
function, e,, which must be requlated to 0:

e,=s—s* (1)

where s is a M x 1 vector containing M visual features
corresponding to the current state, while s* denotes the
visual features values in the desired state.

With L, is represented the interaction matrix which
relates the variations in the image with the variation in
the velocity of the camera:

S=L,i (2)

where s are the time derivative of the image features and
7 indicates the velocity of the camera.

By imposing an exponential decrease of e, (¢, =-A¢, )
it is possible to obtain the following control action for
a classical image-based visual servoing:

V.= AL (s—s%) 3)

where Lj is the pseudoinverse of an approximation of
the interaction matrix [8].
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The method employed to track a previously defined
path in the image space must be able to control the de-
sired tracking velocity. The set of visual features obser-
ved at the initial camera position are represented with 's.
From this initial set of image features it is necessary to
find an image configuration which provides the robot
with the desired velocity, | v, |.To do so, the system iter-
ates over the set 7' For each image configuration “s the
corresponding camera velocity is determined considering
an irpage-based visual servoing system (at this first stage
s="s):

= Lis="s) (4)

This process continues until 5| s greater than the
desj{red velocity, | v, | . At this moment, the set of featu-
res s will be the desired features to be used by an image-
based visual servoing system (see Equation (3)). How-
ever, the visual features, ’s, which provide the desired
velocity are between *s and “s. To obtain the correct
image features the method described in [5] is employed.

Therefore, once the control law represented in Equa-
tion (4) is executed, the system searches again for a new
image configuration which provides the desired velocity.
This process continues until the complete trajectory is
tracked.

5. Visual-force control

Now, we consider the task of tracking a path using vi-
sual and force information. The visual loop carries out the
tracking of the desired trajectory in the image space. To
do this, as it has been described in Section 4, the method
to track trajectories in the image is employed:

v, = -MLI(s='s) (5)

where’s is the set of features in the path obtained by the
system to maintain the desired velocity.

Previously to define the visual-force controller em-
ployed, the meaning of the force-image interaction mat-
rix, L, is described. To do this, considering I as the in-
teraction forces obtained with respect to the robot end-
effector and r as the end-effector location. The interac-
tion matrix for the interaction forces, Ly, is defined in
this way:

L= L= Ly =5 (6)

0

Through this last relationship and by applying (2) it is
obtained:
. or or JoF + 7 . -
s=L,- o _LS'aF' o =L-L. Fos=L.-F (7)
where F are the time derivative of the interaction forces
and L, =L, -L; is the interaction matrix. This matrix is
estimated using exponentially weighted least-squares

[6].

As it has been described in previous works [12], in
order to guarantee the coherence between the visual and
force information, it is necessary to modify the image
trajectory through the interaction forces. Therefore, in
an application in which it is necessary to maintain
a constant force with the workspace, the image trajectory
must be modified depending on the interaction forces. To
do so, using the matrix LFI, the new desired features used
by the controller during the contact will be:

Sq4= ’s +Lg (F-F,) (8)
Applying (8) in (3), the system is able to track a pre-

viously defined path in the image being compliant with
the surface of the interaction object:

7+
Vc = _}\’lLs (S_Sd) (9)
—— Desired trajectory
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Fig. 3. 3D evolution of the end-effector in a bar insertion
task.

Figure 3 shows the 3D path to perform one of the as-
semblies to construct the structure. The desired path has
been modified taking into account the forces measured
at the end-effector of the robot. In this way, the robot is
able to correctly introduce the bar into the aluminium
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Fig. 4. On-line modification of the features in the image in an insertion task by using the visual-force controller.
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holder. Figure 4 shows the desired image path and the
path modified by the visual-force controller described in
this section. The task can be accomplished thanks to the
force-image interaction matrix which allows the robot to
modify the desired image trajectory. The trajectory in the
image space is recomputed on-line.

6. Robot-robot cooperation

Once the bar has been inserted, a screw must be in-
serted to join the new bar with the structure. Before the
insertion of the screw, it is necessary to make coincident
the hole in the structure and the hole in the tube. As it is
previously described, one robot (robot 1) rotates the tu-
be untilits hole coincides with the structure hole.

In order to distribute tasks between the robots, a glo-
bal planner is employed [15]. To perform these tasks, the
global planner generates two tasks: “Detecting the hole”
(T,) and “Inserting the bolt” (7). The task 7} is divided
into two actions: “Location of the bar hole” (4,,) and
“Rotating the bar to find the hole” (4,,). The task T, has
only one action: “Inserting the bolt” (4,). Once the ac-
tions to be performed are generated, the task planner has
to distribute them among robots. Considering the tools
available (both robots are equipped with a force sensor,
the robot 1 has available a parallel gripper, a screwdriver
and a vacuum; the robot 2 has available a Barret-hand
and a range camera), the action 4, must be performed
by the robot 2. To perform the action A, both robots are
required, the robot 1 to rotate the bar using the gripper
and the robot 2 to locate the hole with the range camera.
The action A, must be performed by the robot 1 because
is the one that has the screwdriver.

The action A,, has to be performed previously to the
tube insertion, because in other case the hole will not be
visible to locate it. To locate the hole, its position is ap-
proximately known, using a CAD model of the workspace.
With that information, the robot has to position the
camera in front of the hole. According to the geometric
restrictions, the trajectory planner determines the move-
ments of the robot to maximize the visibility of the hole.
Fig. 5 shows the sequence of images captured by the ran-
ge camera along the movement of the robot. In that se-
quence the hole in the structure is located, maximizing
its visibility. Initially, the bar is not visible at all in the
image. With the movement of the camera the visibility of
the structure is increased, improving the visibility of the
hole thatis the target of that action.

Once this action is done, the robot 1 has to insert the
barin the structure. After this, the bar must be orientated
to achieve the correct visibility of the hole. While robot 2
holds the camera, the robot 1 must rotate the bar. These
are the actions assigned by the task planner to each ro-
bot. If the hole is not visible, the bar must be orientated
looking for the correct orientation of the bar to have the
hole accessible for inserting the bolt. This last action is
performed in a cooperative way, one robot is required to
rotate the bar and other is used to control the range ca-
mera. Once the bar is properly oriented the robot changes
the gripper for a screwdriver to insert the bolt in the hole
[13].

7. Robot and human sharing the workspace

A human operator collaborates in the assembly taskin
order to add a T-connector at the end of each tube of the
metallic structure. The operator will place the connectors
because this is a difficult task to perform for the robots.
Meanwhile, the two robots will place the tubes because
they might be too heavy for the human. When the human
approaches the metallic structure to perform this task,
she/he may enter the workspace of the robots. Because of
this fact, the system has to ensure the safety of the
human operator by tracking precisely her/his location.

a) b)

c)

Fig. 5. Location of the bar hole. a) The hole is not visible
range camera view, b) the hole start to be visible in the
range camera view, c) the hole is visible in the range ca-
mera view, d) grey and realimage of the hole.

An inertial motion capture system is used to avoid
possible collisions between the human operator and the
robots. This system is able to track all the movements of
the full body of the human and it represents them on a 3D
hierarchical skeleton (Fig. 6). Thereby, this system not
only estimates the global position of the operator in the
environment but it also determines the location of all the
limbs of his/her body. Although this system registers ve-
ry precisely the relative positions of the different parts of
the skeleton, it accumulates an important error in the
global displacement of the skeleton in the workplace.
Therefore, an additional localization system is needed in
order to correct this error.

Fig. 6. 3D representation of the skeleton registered by the
motion capture system. The other components of the
environment (robots and turn-table) are also represented.
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A UWB localization system is used to correct the glo-
bal translational error of the motion capture system. The
UWB localization system registers more precise global
translation measurements but it has a smaller sampling
rate (5-9 Hz instead of 30-120 Hz). The fusion of the glo-
bal translation measurements from both tracking systems
will combine their advantages: the motion capture sys-
tem will keep a high sampling rate (30 Hz) while the UWB
system will correct the accumulated translation error.

A fusion algorithm based on a standard Kalman filter
[3] has been applied in order to combine the translation
measurements from both trackers. The measurements
from the motion capture system are introduced in the
prediction step of the Kalman filter while the measure-
ments from the UWB system are introduced in the cor-
rection step. Therefore, the prediction step will be execu-
ted with a higher frequency than the correction step.
Each time a measurement from the UWB system is recei-
ved, the correction step of the filter is executed and the
transformation matrix between the coordinate systems of
both trackers is re-calculated. This new transformation
matrix is applied to the subsequent measurements from
the motion capture system and thus their accumulated
error is corrected. Between each pair of UNB measure-
ments, several measurements from the motion capture
system are registered. Thereby, the tracking system keeps
a high sampling rate (30 Hz) which is appropriate for hu-
man motion detection. In Fig. 7 two types of movements
fora human in the workspace are shown.

e A movement with linear displacement: This move-
ment is used by human when he goes to the struc-
ture that is being built.

e A movement with rectangular displacement: This
movement is used by human when he walks
around the metallic structure in the workspace.

For each movement, the global translation of the hu-
man in the workspace is compute with the fusion of both
systems: UWB and human motion capture. We can obser-
ve how the position obtained is better calculated when
the fusion is employed.

The result of the fusion algorithm is a set of trans-
lation measurements which determine the global posi-
tion of the human operator in the workplace. These mea-
surements are applied to the relative measurements of
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Fig. 7. Position estimates obtained with the fusion algorithm.
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the motion capture skeleton in order to obtain the global
position of each limb of the human operator's body. The
algorithm that controls the robots' movements will verify
that the distance between each limb of the human and
the end-effector of each robot is always greater than a
specified threshold (1 m). When the human-robot dis-
tance is smaller than the safety threshold, the robot will
stop its normal behaviour and will initiate a safety beha-
viour. The robot will remain still until the human-robot
distance is again greater than the threshold. Thereby,
collisions between the human and any of the robots are
completely avoided and the human's safety is ensured.

8. Conclusions

In this paper a robotic system to assembly a metallic
structure has been presented. An important aspect of the
proposed application is the flexibility that provides the
multisensorial system employed. These sensorial systems
developed in our previous works are working in this appli-
cation cooperatively in order to provide a high degree of
flexibility. Furthermore, in order to successfully develop
the task, it is necessary to work in the same workspace
the human and the robot. To do so, in this paper an iner-
tial motion capture system is used to avoid possible col-
lisions between the human operator and the robots.

Furthermore, we have presented different ways to in-
spect different assembly tasks. We have used a time inde-
pendent visual servoing system to guide robots. This sys-
temisindependent of interruptions in the task which ma-
ke lose the references to follow the trajectory. In addi-
tion, the visual servoing has been complemented with
force control to correct the robot position.

On the other hand, we have also studied how the in-
formation provided from human capture system and UWB
system determines the exact position of the humanin the
workspace to maintain the security distance between ro-
bot and human to avoid collisions. To do this, a method
of data fusion based on Kalman filter has been used.

Finally, we have shown the utility to combine tasks of
assembly and inspection between robots to performance
some tasks. For example, the manipulation of a bar by
a robot while another with a range camera detects the
adapted position in the insertion task.
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