
Journal of Automation, Mobile Robotics & Intelligent Systems VOLUME  5,      N°  4       2011

Articles 47

Eye Trackers in Quality Evaluation  
of Compressed Video

Anna Ostaszewska-Li .zewska, Rafał Kłoda, Sabina  
.
Zebrowska-Łucyk,  Maciej Li .zewski

Submitted 20th June 2011; accepted 21st September 2011

1. Introduction
In case of video, because of  the size of the source 

files, the use of lossy compression is almost a rule.  The 
lossy compression is the process of discarding the part 
of information, that is the least important for the human 
perception [3]. Nevertheless the side effect of this pro- 
cess may occur as compression artifacts, which  decrease 
perceived quality of the video. The final effect of com-
pression depends on many factors such as the coding al-
gorithm itself or its parameters used, the character of the 
scene (i.e. static or dynamic, amount of spatial informa-
tion [4, 5], etc). 

In fact, it is impossible to predict the quality of the 
output video, thus the only way to control it is measure-
ment of the final results. There are two concepts of  com-
pressed video quality evaluation. The first is to use the 
human audience and to conduct the normalized experi-
ment, where subjects give scores to a test material [6, 7, 
8, 9]. The second idea is to automate the whole process 
with the use of the mathematical model of human percep-
tion [10, 11, 12, 13]. The model is created on the base of 
results of experiment with human audience [14, 15], so it 
is crucially important to make this kind of measurement 
as reliable and accurate as possible. The main problems 
in this area are scores given by unreliable viewers and the 
lack of a tool that would enable for linking the score with 
time and space of the test material. Both problems can 
be solved by the use of an eye tracker. Hence there is a 
need to obtain results for the same test material both from 
subjective method and an eye tracker and to develop a 
dedicated tool that would make such results possible to 
analyze. 

2.  Single Stimulus Continuous Quality 
Evaluation (SSCQE)

2.1. Methodology
Single Stimulus Continuous Quality Evaluation (SS-

CQE) is one of the subjective methods of compressed 
video quality assessment that were specified in recom-
mendations [1, 2] developed by International Telecom-
munication Union (ITU). SSCQE method was specially 
designed to correspond to an actual home viewing situ-
ation: a series of video sequences is presented once to a 
viewer and a reference is not available. Subjects evaluate 
the instantaneous quality in real time using a slider with 
a continuous scale. The ratings are sampled with the fre-
quency of 2 Hz. 

The biggest advantage of this method is the relatively 
large amount of data – it records each temporal variation 
of the quality perceived. 

 

2.2. Experiment design and carrying out
The SSCQE experiment was carried out with the use 

of 10-minute test material built of four 15-seconds se-
quences: ‘bbc3’, ‘cact’, ‘mobl’ and ‘susi’ (Fig. 1) coded 
in MPEG-2 standard with 10 levels of bitrate, ranging 
from 1 to 5 Mbps. The length of Group of Pictures (GOP) 
was 13 and it included two B-frames. Soundtrack was not 
included.

a) b)

c) d)

Fig. 1. Source sequences used in the test material: a) 
‘bbc3’, b) ‘cact’, c) ‘mobl’, d) ‘susi’. 

Test equipment used in subjective assessments con-
sisted of a 20” professional-grade monitor (SONY PVM-
20M4E) and a professional DVD player (Pioneer DVD-
V7300D). A slider, which the subjects used to evaluate 
the sequences, was a stand-alone hardware device with a 
hundred-level scale attached. SSCQE ratings were enter-
ing the PC directly through the NI 6013 card. Incoming 
data was synchronized with the timecode. 

In the experiment 45 typical end-users (mostly uni-
versity students) participated in the experiment. Each of 
them was screened for normal visual acuity or corrective 
glasses and normal color vision (per Ishihara test).

2.3. Results and temporal inconsistency of scores
The raw data were processed according to the ITU 

recommendations [2] to cumulative probability plot 
(Fig. 2) and used for bitrate optimization. 
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Fig. 2. Cumulative probability plot, the ‘mobl’ sequence.
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Fig. 3. Standard deviation of scores given by the audi-
ence for consecutive samples. 

In general the final results were in accordance to ex-
pectations. Hence the analysis of the standard deviation 
of the scores given by the whole audience for each sam-
ple revealed peaks for the ‘susi’ sequence coded with low 

bitrate (2 – 3 Mbps, Fig. 3).  For this particular scene, 
coded with bitrate less than 3 Mbps, compression arti-
facts were clearly visible to an experienced viewer, but 
they were appearing only  in the 7-th second of the se-
quence and mainly in the area of hair. The same time the 
area of the face was almost free of any distortion (Fig. 4).  

Fig. 4. Compression artifacts in 7th second of the ‘susi’ 
sequence coded with the bitrate of  2 Mbps, blockiness 
effect appears mainly in the area of hair.

Therefore a question was raised: is the high difference 
between individual scores caused by the fact that subjects 
observe the whole picture, but some of them don’t per-
ceive compression artifacts or some of viewers prefer to 
look just in the face of the actress and their scores relate 
only to that certain part of the picture. 
In order to find the answer, the experiment with eye 
tracker was designed.

3. The experiment with eye tracker
3.1. Tobii T60 test equipment and Tobii Studio™ 

statistical analysis tool
Eye tracker is a device that enables for measuring 

eye positions and eye movement. For the purpose of 
the planned experiment, Tobii T60 Eye Tracker was 
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Fig. 5. Heat maps for the ‘susi’ sequence: a) 2 Mb/s, b) 3,6 Mb/s, c) 5 Mb/s.

a) b) c)

Fig. 6. Heat maps for the ‘mobl’ sequence: a) 2 Mb/s, b) 3,6 Mb/s, c) 5 Mb/s.
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used. It is integrated in a 17-inch TFT monitor and al-
lows for a large degree of head movement, providing a 
distraction-free test environment that ensures natural 
behavior, which is especially important in the case of 
SSCQE method. Eye tracker system was equipped with  
Tobii Studio™ - a dedicated software, which provides a 
platform for stimuli presentation, recording, observation, 
visualization and analysis of eye tracking. 

3.2. The experiment design and carrying out
The test material was built on the basis of the material 

used in SSCQE experiment – three levels of bitrate were 
chosen: 2, 3 and 5 Mbps. Therefore the whole test mate-
rial was only 3 minutes long.

Each test session started with eye tracker calibration 
for the individual subject.

16 viewers (the group similar to the group in SSCQE 
experiment)  participated in the experiment. 

3.2. Results obtained in Tobii Studio™
The fi rst step of  the data analysis was to prepare heat 

maps and gaze plots with the use of Tobii Studio™, for 
each of four sequences coded on each level of bitrate.

Heat maps were based on the summary of gaze time 
data from all recordings, for the whole sequence. In case 
of ‘susi’ it is clear, that for most time the girl’s face was 
observed (Fig. 5). Although the green color appears in 
the area of hair also, but it is necessary to examine, if 
observers were looking at it when the artifacts occurred. 
In case of other sequences, there were also parts of the 
picture that turned to be more interesting to subjects 
(Fig. 6.), but at the same time those areas were prone 
to compression artifacts occurrence. Additionally com-
parison of heat maps for each level of bitrate proved, that 
the quality does not have a strong effect on the way that 
viewers scan the picture. 

Gaze plots, which display gaze points, fi xations, and 
scan paths superimposed over the whole of the sequence 
also seem to be resistant to bitrate changes. Another in-
teresting discovery was the fact that some observers used 
to have episodes of distraction and they were taking a 
look at surroundings (Fig. 7, the scan paths which exceed 
the area of the monitor).the area of the monitor).

Fig. 7. Gaze plots for the ‘susi’ sequence, 2 Mbps.

Presented gaze plots and heat maps are a static sum-
mary of the whole data recorded for the time of sequence 
duration. For the purpose of data analysis in space and 
time, Tobii Studio™ offers animated versions of graphs. 
They can be used for rough assessment of the number 
of gaze points in a specifi ed area of the picture (area of 
interest, AOI). However there is still no tool which would 
enable for exact calculation. 

For this reason an independent application was devel-
oped, which in assumption would make possible the ar-
eas of interest move and change its shape according to 
the content of the video test sequence.

3.4. Common Sense for Tobii and the results obtained
The application called Common Sense for Tobii [16] 

consists of two modules. The fi rst of them written in C++ 
as a plugin for VirtualDub video editing software, on 
the basis of the test sequence and the data from Tobii, 
generates the video in the original resolution of the Tobii 
monitor (to get the same view as during the experiment) 
with the animation of gaze points. There is a possibility 
of choosing viewers and, if necessary, not choosing any 
of them to get the view without any gaze points. Second 
part is written in C# and VideoLab library as Windows 
application.

Gaze points are animated – their growing diameter 
refl ects the time of fi xation. The color is matched with 
the particular observer. The video generated by the fi rst 
module and the original data from Tobii are the input to 
the second module, which enables for defi ning animated 
areas of interest. Areas of interest are rectangles set in 
keyframes. The user controls their attributes: position, 
size, rotation and visibility (the areas can disappear and 
reappear). Tweening of areas between keyframes is used. 
There is a possibility of selecting the more sophisticated 
shape of the area of interest just by grouping several rec-
tangles which are still controlled independently. Group-
ing can be nested as a tree with regions as leaves and 
grouping nodes.

The fi nal result of using the application is the video with 
animated gazepoints and the statistics: the total number 
of all gazepoints and the number of the gazepoints per 
each area and group of areas of interest (with the infor-
mation about the percentage).

CS for Tobii enabled for fi nding the reason for high 
standard deviation of scores given for ‘susi’ coded with 
low bitrate. In the fi rst step of analysis,  four independ-
ent, animated areas of interest were assigned: face, hand, 
hair and background.  Thanks to use of 17 keyframes, the 
areas were changing shape and dimensions in order to 
adjust to object movement and perspective. The obtained 
statistics for three levels of bitrate are very similar (dif-
ference does not exceed 5% of the fi nal result). The Fig. 
8 presents the average of the percentage of gaze points 
following to each of defi ned, animated area of interest. 
For the whole duration the face was observed by 65 % of 
the viewers, and the hair (prone to compression artifacts) 
only by 11 %. In the second step, analysis concerned the 
aforementioned 7th second of ‘susi’ coded with bitrate of  
2 Mbps. Two areas were defi ned: the face and the piece 
of hair that was seriously affected by blockiness effect. 
It appeared that even though the half of the picture for 
one second turned into dynamic, visible blocks, only 
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4% of people were puzzled by this sudden change and 
gazed at it. The same time 44 % were observing the fast 
moving face and the rest were scanning the background. 
This proves that only some observers are able to score 
the actual quality of the whole material. Most of them fail 
to take into account even very severe distortions, which 
is the reason for significant differences between scores 
given by individual subjects.

 

face

hand

hair

background

Fig. 8. The number of gaze  for the ‘susi’ sequence, 
2 Mbps.

4. Conclusion
To sum up, the experimental station for conducting 

subjective quality evaluation should be integrated with 
the eye tracker. That would enable for rejecting scores 
given at the time of the episode of lack of attention, when 
the test material was not observed.  This kind of data fil-
tration would make the final result more reliable. 
Besides it would be useful to link up the score with the 
part of the picture that the observer was looking at, as the 
quality of the frame hardly ever is uniform.  This would 
provide researchers working on human visual system 
with interesting data both on human perception and the 
usability of certain sequence for quality evaluation of 
compressed video. 
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