
Abstract:

1. Introduction

The paper presents general description of the DiaSter

system implementing advanced methods of modeling,

diagnostics and supervisory control for industrial pro-

cesses. The scope of the tasks realized in the system as well

as the system software platform were characterized, in

particular: the software structure, central archival and

configuration databases, the way of data exchange in the

system and the modules of modeling and calculations.

Keywords: diagnostic and supervisory systems, auto-

matic control support, software platform.

In recent years there have been significant develop-
ments in techniques for modeling [3], [5] advanced con-
trol [1], [11] and process diagnostic [2], [4], [6], [10]. Mo-
dern computer systems enable the application of complex
computational algorithms, developed on the basis of re-
cent re-search in computing, automatic, diagnostics and
know-ledge engineering. They use artificial intelligence
techniques such as artificial networks, fuzzy logic, rough
sets, evolutionary algorithms and methods for knowledge
discovery from databases [9].

Development of methods outlined above in con-
junction with the rapid progress of computer technology
(computing power of new generation processors, memory
capacity, speed of data transmission in LAN networks and
field bus, the Internet growth) leads to a new generation of
control systems. It is characterized by the introduction of
advanced software for modeling, control and diagnosis
processes. This software is a special software modules,
which are part of the automation system, or expert systems
integrated with automation systems.

Such software package is system. It is deve-
loped by a research team composed of specialists from the
Warsaw University of Technology, Silesian University of
Technology, Rzeszów University of Technology and Uni-
versity of Zielona Gora and supported by polish grant:
An intelligent system for diagnosis and control of indus-
trial processes support . It is brand new, func-
tionally and software extended version of AMandD
system, developed in Institute of Automatic Control and
Robotics, Warsaw University of Technology [7], [8]. The
system is dedicated for use in the energy industry,
chemical, pharmaceutical, metallurgical, food and many
other.

DiaSter

DiaSter

The system is world-wide unique solution. It includes
implementation of a wide range of the latest algorithms in
the field of intelligent computation, used to system mode-

ling, supervisory control, optimization, fault detection
and isolation. Thanks to its open architecture, connections
to virtually any automation system are possible and easy
to implement. The position of DiaSter system in industrial
process management tasks is presented in Fig. 1.

Fig. 1. The position of DiaSter system in respect to the

hierarchy of tasks (and system classes) connected with

production process.

2. DiaSter system functions
DiaSter system allows to realize following functions:

System gives a pos-
sibility to freely design processing paths for each
variable.

Developed within DiaSter sys-
tem process models can be used as simulators for
operator training, or to test new strategies of control or
to optimize the process set-points.

� Process variables processing.

Process simulators.
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In the system is possible to
create models on the basis of real physical description
of modeled phenomena, or to identify model on the
basis of measured data.

Virtual sensors based
on the analytical, neural-network or fuzzy models
can be treated as information redundancy for real
measurements.

In the system methods based on
analytical, neural-network or fuzzy models as well as
heuristic tests utilizing different kinds of relations
between process variables are used for fault detection.
Such detection methods give a possibility for early
detect of much higher number of faults than classic
alarm system.

Simulation and modeling.

Virtual sensors and analyzers.

Fault detection.
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In DiaSter system two independent
diagnostic inference mechanisms are implemented.
First one allows fault isolation based on the analysis of
the set of actual fuzzy diagnostic signal values and the
relation between faults and symptoms stored in the
base of knowledge. Second uses belief networks and
multi-facet models.

The system allows to early detection and
tracking of slowly developing destructive changes. In
addition an approximation of time left to critical state
can be done.

On the basis
of elaborated diagnosis the DiaSter system can addi-
tionally support the process operators decisions in
abnormal and emergency states.

Fault diagnosis.

Monitoring of degradation degree of technological

equipment.

Support of process operators decisions.

There are me-
chanisms for knowledge discovery in SCADA and
DCS databases implemented in system, designed
mainly to support diagnostic reasoning.

The algorithms
of superior predictive control (DMC, GPC) using
linear models, as well as algorithms based on non-
linear models, in particular fuzzy and neural networks
based, are implemented in the DiaSter system.

DiaSter is able to carry out both preliminary (pre-tune)
and precise (fine) tuning of control loops with step
response or frequency methods.

DiaSter system consists of
cooperating with its use.

Knowledge discovery in databases.

Advanced control and optimization.

Superior tuning and adaptation of control loops.

a software platform and

several specialized packages

3. System structure

Fig. 2. General structure of DiaSter system. Black blocks

symbolize specialized packages realized as different

system components cooperating with the platform.

The software platform is a core of a system. Its main
components are: archival data processing and model iden-
tification module, module of on-line processing of system
variables, visualization module, central configuration and
archival databases and communication server. They are
described in the consecutive sections.

There are also available several utility module. There
are not responsible for main information processing but
are very useful during system configuration and tests.
Good examples are communication scanner monitoring
messages exchanged between calculation modules or mo-
dule reconstructing archival process variables from data-
base (or files) in real-time, possibly with some acceleration
factor.

Advanced system functionality is delivered, developed
and realized by specialized packages, called user pack-
ages. They are realized as independent software modules
cooperating with other system components or in the form
of plug-ins of software platform modules (modeling, pro-
cessing and visualization).

4. Central archival and configuration
databases
In order to make possible the cooperation of all system

components the following elements were worked out:
common information model, central configuration envi-
ronment and central archival database.

The specifies the definition of the
information being exchanged between the system compo-
nents (Fig. 3). It constitutes the basis of the data exchange
in respect to configuration as well as processed system
variables. First of all, the information model defines:

the elements connected with process/installation des-
cription, e.g., division into subsystems and particular
components including the specification of logical as
well as physical units, specification of process vari-
ables and their groups,

Fig. 3. Main objects and relations of the information

model.

information model

�
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Fig. 4. Example of extending platform information mo-

dule by adding user-defined variable types and groups.

5. Data exchange
DiaSter system is fully distributed software system

with possibility to work on many PC-s connected with
local area TCP/IP compliant network. Communication
subsystem is a native solution, working with specially
designed protocol independent on any external software.
Communication library delivers simpleAPI to system mo-
dules programmers. Thanks to this library the connection
of an external program to DiaSter system is reduced to
loading library and setting IP address of communication
server. To send a message only one function call is needed.

Base communication method in DiaSter platform is
based on message transmission between modules in two
modes: direct module to module, and broadcast to topics
(publish/subscribe). In both modes in data exchange active
role acts MRIaS server included in the platform. Server is
only used to transmit information between modules and to
provide transmission errors maintenance. It is not respon-
sible for message analysis or storage. Communication is
always made through TCP/IP sockets, regardless of whet-
her the modules work on standalone computer or on mul-
tiple networked PCs. Mentioned mechanisms are mainly
used to transmit the data rapidly and frequently changing,
e.g. the values of measurements, the result of current cal-
culations, etc. Any type of value acceptable by the soft-
ware platform (floating point numbers, binary signals,
fuzzy values, arrays, etc.) can be transmitted this way.
Additionally, it is possible to call remote procedures - both
in direct communication (module A calls procedure exe-
cuted by B and receives the results) and broadcasting (e.g.
supervisory or configurator module send a “reconfigure”
request to all modules within a single RPC call).

More sophisticated communication mechanisms are
provided by some modules working on-line. Additional
communication interfaces build on the basis of CORBA
standard are used to access the properties and methods of
each function block embedded in the on-line calculation
module (PExSim), and to remotely control the process of
simulation / calculations realized by this module. Similar
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�
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the logical components of processing algorithms con-
nected with realized by the system tasks, e.g., models,
residuals, calculated and simulated variables, faults,
the relation between the above elements, e.g., the rela-
tion “is a part of” and “is connected as input / output”
defined between process subsystems and components
or the relation “controls the behavior of” between
residuals and monitored process components.

The information model also defines the types of system
variables and the types of their values processed by the
platform. It constitutes the framework of process and pro-
cessed variables description. It is designed in such a way to
be extendable by the particular user packages, or a group of
packages. In this area the platform enables:

creation (registering in the platform) user-defined data
types, e.g. fuzzy signals,
creation (registering in the platform) user-defined
system variables types, e.g., efficiency indexes,
the division of system variables into user-defined
groups, e.g. control (CV), set-point (SP) and controlled
(PV) and disturbance (D) signals,
creating user-defined types of the process components,
e.g. pipelines, valves,
the possibility to register user-defined relations bet-
ween different system elements.

The is a repo-
sitory of configuration data for all system modules.
It consists of:

Central configuration database. It is a relational data-
base that stores the whole system configuration for par-
ticular application.
The set of configuration interfaces. They are used by
all system modules and their components (including
plug-ins) to get standardized access to the configura-
tion data. They delivers the set of necessary and useful
functions for manipulating the elements of system con-
figuration.
The interface to user-defined databases. This interface
enables to create, manage and access specialized data-
bases assigned to system packages, e.g. the database of
cases used by case-based reasoning methods (CBR) or
diagnostic messages database. Such databases can be
used to store any data (configuration or variables) typi-
cal for particular package, or a set of packages. The
data stored in those databases do not have to be consis-
tent with information model of the system platform.
Central configuration module. It is used to manage
common for all system modules configuration data that
is consist with information model.

The is capable to store any
system variables defined in the system configuration. It
can store the variables of build-in data types (process vari-
ables, residuals, faults, etc.) as well as user-defined data
types.Also any type of variable values can be stored. There
build-in as well as user-defined value types are handled.

The variable values can be stored in short- or long-term
archives. Each of the system component (modules, plug-
ins, build-in and user-defined) has access to specialized
interface constituting common access to archival data.

central configuration environment

central archival database
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mechanism is used in visualization. It allows to transmit
complex and infrequently changing information and direct
access to system objects.

For the identification purposes the

is designed in DiaSter system. It allows to create
models without the knowledge of the analytical form of the
relationship between modeled variables. MITforRD
module allows to identify both static and dynamic models
of different types starting from well-known linear trans-
mittances to neural network or fuzzy logic based models.
The identification is carried out off-line using measure-
ment data from central system archives. The models im-
plemented in MITforRD module belongs to the group of
partial parametric models of the process variables (time
series). Models are obtained in a semi-automatic identi-
fication process. The deep knowledge of processes and
their physical characteristics is not necessary module
effectively supports users not familiar with identification
techniques during the whole identification process. The
main features of the software includes:

common interface to many kinds of models,
wizards with default parameters for each identification
step
flexible, self-configurable distributed calculation envi-
ronment allows the use of free computing power of
offices PCs,
plug-in based architecture allows to easily extend
module functionality by the independent software
vendors.

MITforRD supports the user in each identification
step, starting at data acquisition, up to final analysis and
verification of received model.All the time user can access
to program options with simple and intuitive menu.

During process data analysis MITforRD allows to edit
process archives inside advanced embedded editor and
data visualization. Additional features are available
attached plug-ins: import and export of data, histograms,
statistical parameters, frequency-domain analysis, corre-
lations, transformation according to given mathematical
expression, filtering, numerical differentiation and
integration.An extra functionality is provided to work with
process archives filling-in missing samples, validation of
signals. Missing features can be added by the user by
creating a new plug-in.

One of the main assumptions for DiaSter system was to
make it flexible and expandable. Therefore, the main
program MITforRD Model Builder does not implement
a possibility of model estimation of any type. All model
types are implemented as plug-ins. Similar mechanism is
provided also in other DiaSter modules. All plugins are
based on dynamic link libraries (dll's). In the basic speci-
fication of dll libraries only the export of functions is
allowed. Thus, in whole DiaSter system additional layer is
added, that allows to work with objects. This approach
allows to create new plug-in in different programming
languages (most commonly used is C++).

MITforRD module may employ a wide range of evolu-
tionary algorithms in order to explore the structure of

6. Modeling module
MITforRD (Model

Identification Tool for Diagnosis and Reconstruction)

module

–

�

�

�

�

via

linear or fuzzy models. Such algorithms, besides many
advantages, also have one serious disadvantage usually
are very time consuming. To reduce computation time
MITforRD provides distributed computing environment.
It can be used to utilize free computation power of the
classic of?ce PCs running on Windows and connected to
the local area network. The environment does not require
any change in the local PCs configuration and does not
disturb its normal operation. The main PC with running
MITforRD Model Builder is a control center for the calcu-
lations. There is a built-in calculation manager inside the
Model Builder capable to distribute the calculations
among local host as well as remote PCs available at the
moment. The computation environment built-in into
MITforRD module do not require configuration phase,
and do not add time overhead caused by technologies like
COM, CORBA, etc.

The main element of DiaSter platform for on-line use is
an . It is dedicated for
advanced system variables processing. The processing al-
gorithms are written and stored in the form of configurable
function block diagrams. The primary task for PExSim
module is to process the information circulating in the
system in a way defined by the user. From this point of
view PExSim module can be treated as specialized pro-
gramming language. An algorithm of information pro-
cessing is defined graphically by creating so-called pro-
cessing paths. Each path consists of a set of interconnected
function blocks, which carries out various tasks on signals
(see Fig. 5).

–

7. On-line calculation module

calculation module called PExSim

Fig. 5. Graphical programming of desired calculations in

a form of processing paths.

Function blocks are provided as PExSim plugins, and
are grouped into thematic libraries, e.g.: surces, sinks,
statistical operations etc. Each function block has the set of
parameters defining the way of signal processing by this
block, and stored by the platform. Various block inputs and
outputs can transmit data of various types (e.g.: floating
numbers, fuzzy values, vectors etc.) including user data
types. PExSim can run as stand-alone tool (simulator
mode), or as a module working in a distributed system
(multi-module mode). Multi-module mode allows to
exchange the data with other DiaSter modules thus there is
a need for synchronization external data with internal
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simulation clock. To realize synchronization different
modes of simulation triggering are available.

Each main path of the calculation module can be
assigned to one of the following groups:

synchronous paths. In this case the simulation kernel
triggers given path with constant, previously defined
time period, calling sampling time, or its multiplicity,
asynchronous paths. These paths are triggered by
events generated internally (via specialized block) or
coming from outside world (a message, RPC call, etc.).

This module is not designed as competitor of well-
grounded visualization modules available in SCADA
systems. Its main advantages result from its full integration
with platform information module. For example, dedica-
ted displays are used to automatically present the informa-
tion that was used to generate the diagnosis the set of use-
ful residuals in respect to particular fault is retrieved auto-
matically from the diagnostics relation configuration sto-
red in diagnostic package private database. It is possible
because the visualization pages can be connected with par-
ticular assets, while displays are related with defined faults
and residuals. The idea of the integration of user interface
components with configuration objects is presented in Fig.
6, while its implementation is shown in Fig. 7.

The displays are realized as visualization module plug-
ins. Such approach enables to elaborate specialized
displays designed by the users. Such displays can even
visualize process variables of user types (unknown by the
platform itself), e.g. visualization of fuzzy signals or
dedicated diagnostic messages. The only limitation is that
the plug-in creator must have the knowledge about the
processed signals structure.

�

�

8. Visualization module
The platform delivers also a visualization module

(graphic user interface) called PExSim. It can be used to
realized advanced operator interfaces. It is organized
in a similar way as tools for configuring process mimics
in supervisory, control and data acquisition systems
(SCADA) or decentralized control systems (DCS). The set
of synoptic screens organized in hierarchical structure is
prepared during the configuration stage for particular ap-
plication. Dedicated displays visualizing the values of sys-
tem variables in particular way are placed on that mimics.

Fig. 6. Integration of user interface with configuration of

particular application.

The current values of the system variables are auto-
matically delivered by the communication server (inclu-
ding user-defined data types). The module automatically
collects the data from central archival database when the
history (short- or long-term) is analyzed by the user. Addi-
tionally, each display can retrieve the data from the user
databases (specialized databases registered by specialized
packages started on the platform) with the use of standard
SQLinterface.

In the case of a need to elaborate very specialized
visualization there is a possibility to elaborate stand-alone
module. Such module can use the data exchange mecha-
nisms available in the system and cooperate with other
platform modules.

Fig. 7. Exemplary process operator interface dedicated to

deliver diagnostics information about process state.

9. Summary
Presented system was created as a result of develop-

ment grant that finished in 2009. Currently test of the
system are conducted. Their aim is to remove bags and
finally prepare the system to implementation, commercial
ones as well as research-development.

The most important part of the system is its software
platform and the possibility to easy extend its functio-
nality. The tasks that can be realized by the system can be
also fulfilled, however usually in limited scope, by the
class of commercial SCADA, DCS or similar systems that
are available on the market. However, due to specialized
system structure, there is a possibility to implement, apply
and test modern and innovative techniques in the field of
monitoring, advanced supervisory control, modeling and
diagnostics of industrial processes which application in
classical control and monitoring systems is difficult or
even impossible.

Wide further system development is possible due to
implemented plug-ins technology, open communication
mechanisms and the possibility to introduce user-defined
types of variables and their values (on each stage of system
operation). This development can be realized not only by
the research centers that took part in system creation but
also by other, independent units.
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The system structure was designed taking into account
wide range of its possible fields of application. The use of
the software platform and elaborated packages is planned
not only in commercial applications but also in research-
development and didactic tasks. The development of new
system packages is conducted all the time. In respect to
commercial application it is planned to used the system to
realized the set of simulators of power generation units of
conventional power stations. It is planned to use that simu-
lators in the process of training the operators and other
power station technical stuff. In the field of research and
development the application of a system as monitoring
system of a gas network is currently realized. The didactic
use of the system is realized all the time. The system is used
during the laboratories and project of courses related with
the problems of process modeling (physical as well as
based on process data and parametric models), diagnos-
tics, automatic-control and applications of artificial intelli-
gence methods in automatic-control.
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