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Abstract:
This study aims to use the decision‐making process
to categorize legal documents by identifying keywords
characterizing each legal domain class. The study uti‐
lizes the Kohonen Self‐Organizing Map method and the
Global Vectors for Word Representation (GloVe) model
to create an efficient document classification system.
As a result, a satisfactory classification accuracy of
71.69% was achieved. The article also discusses alterna‐
tive approaches implemented to improve classification
accuracy, such as the use of Named Entity Recognizer
(NER) tools and the RoBERTa model, along with a com‐
parison of these approaches’ effectiveness. Challenges
related to the uneven distribution of categories in the
dataset are also mentioned, and potential directions for
further research to enhance the classification results of
legal documents are presented.

Keywords: Document classification, RoBERTa, NLP,
GloVe, NER, SOM

1. Introduction
Document classiϐication holds signiϐicant rele‐

vance across various domains, including ϐinance,
law, medicine, public administration and computer
science. It stands as a fundamental challenge within
natural language processing (NLP), ϐinding wide
application in today’s information‐driven environ‐
ment. In this broad context, where precise informa‐
tion categorization is crucial, this article focuses on
the classiϐication of legal documents into appropriate
categories based on an analysis of themost frequently
used words. For this study, a dataset of more than
2,700 legal documents was used, divided into nine
distinct ϐields: civil law, administrative law, pharma‐
ceutical law, labor law, medical law, criminal law,
international law, tax law and constitutional law. This
study aims to create an effective system for automated
classiϐication, enabling the precise allocation of doc‐
uments to their respective legal categories. Addition‐
ally, it seeks to visualize the dataset, highlighting the
areas responsible for a speciϐic class together with
their deϐining characteristics.

The structure of the article comprises an overview
of existing solutions addressing the challenges of doc‐
ument classiϐication, visualization, and feature extrac‐
tion, alongwith an analysis of the different approaches
and tools used in this ϐield.

The next section details the chosen approach to
solving the problem, together with a characterization
of the dataset. Following this, results from the imple‐
mented solution arepresented, alongsidedescriptions
of additional experiments aimed at improving the
outcomes. The article concludes with a discussion of
achievements to date and outlines plans for future
work to further enhance the results.

2. Classification, Visualization and Feature
Extraction of Text Documents
In this section, we will discuss the most popu‐

lar approaches to natural language classiϐication and
analysis and present challenges associated with them,
along with the proposed solutions.
2.1. Classification

Oneof themost commonlyused algorithms for text
classiϐication is Naive Bayes, based on the assumption
of conditional independence of features for a given
class. In simpler terms, it assumes that the proba‐
bility of the occurrence of each word is independent
of the occurrence of other words in the same docu‐
ment, making the algorithm fast and efϐicient in clas‐
siϐication tasks. However, the authors of [10] point
out a serious problem in the parameter estimation
that leads to weaker performance compared to other
applied text classiϐication algorithms. To address this
issue, the authors propose the use of two empirical
heuristics: text normalization and feature weighting,
which is particularly effective with a small number of
training data. A similar problem is addressed by the
authors of the publication Naive Bayes for Text Classi-
ϔication with Unbalanced Classes [6], who identify the
classiϐier’s drawback when working with imbalanced
data sets. As a solution, they demonstrate that nor‐
malizing the word vector in each class signiϐicantly
improves the classiϐier’s performance.

Another equally popular method is logistic regres‐
sion, which models the probability of a document
belonging to a certain class using a logistic function.
Though it is an effective classiϐication method, the
authors of [21] point out limitations related to high‐
dimensional data. Typically, a sparsity threshold is
applied,which removes sparse features, retaining only
a subset of the original ones.
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However, thismethod also has limitations, as there
is a possibility that some important features will be
cut off, introducing bias into any comparisons. In the
aforementioned publication [21], to solve this issue,
the authors propose the use of regularized logistic
regression, which achieves signiϐicantly better results
than pure logistic regression.

An algorithm that achieves greater efϐiciency with
high‐dimensional data than the two previously men‐
tioned methods is a decision tree. This method makes
hierarchical decisions based on the analysis of text
features, including dividing the data set into sub‐
sets, reducing the dimensionality of the data, and
making pattern recognition easier. However, despite
their simplicity and effectiveness, decision trees face
challenges related to overϐitting and their lack of
consideration of dependencies between variables. To
address these problems, the authors of [12] apply
techniques such as pruning and post‐pruning, and
presentmore advanced algorithms, such as Intelligent
Decision Trees (IDA) and C4.5 [12], which achieve bet‐
ter results in the task of automatic text classiϐication.

Support Vector Machines (SVM), applied to
determine the optimal hyperplane that maximally
separates different text categories, have been found
to surpass the efϐiciency of the aforementioned
algorithms. According to the authors of [18], SVM
stand out due to their ability to learn independently
of data dimensionality, consider all features without
prior selection, and handle sparse document vectors.
Despite their high effectiveness, SVM may encounter
challenges related to imbalanced training data, which,
according to the authors of [16], can be addressed
through advanced thresholding strategies.

In the ϐield of automatic text classiϐication, more
advanced methods such as Recurrent Neural Net‐
works (RNN) are also employed. These methods
involve processing sequential information in texts by
recursively updating their hidden states based on
previous words, enabling them to capture contextual
dependencies and infer document classes [19]. How‐
ever, even such advanced methods cannot solve every
problem in this ϐield. Despite their ability to capture
temporal and sequential dependencies in text, RNNs
face a challenge known as the vanishing gradient,
which limits the effectiveness of modeling long‐term
dependencies.

Compared to RNN, Long Short‐Term Memory
(LSTM) models stand out for their effective process‐
ing of time sequences using memory modules, which
enables the modeling of long‐term dependencies in
sequential data. Despite this improvement, LSTM also
face the problem of the vanishing gradient, albeit to a
lesser extent than their predecessor. However, thanks
to the use of special gates, such as the input gate,
forget gate, and output gate, LSTM can better han‐
dle long‐term dependencies and feature extraction
between words and sequences than the traditional
RNN approach [22].

In response to this challenge, the authors of [9]
propose a new model, SATT‐LSTM, which combines
the self‐attentionmechanismwith traditional LSTM to
improve handling of long sequences in text.

The self‐attention mechanism is an innovative
technique that enables the model to assign varying
weights to individual elements in a sequence based
on their contextual importance. It serves as a cen‐
tral element in Transformer models. Thanks to this
mechanism, Transformer models can effectively con‐
sider long‐term dependencies and global contexts in
text, offering a signiϐicant advantage over traditional
architectures such as RNN or LSTM [7]. This positions
Transformermodels as one of themost effectivemeth‐
ods in automatic text classiϐication.

The most popular and advanced methods for text
processing are models based on the Transformer
architecture, such as BERT and GPT. The Bidirectional
Encoder Representations from Transformers (BERT)
model distinguishes itself with its ability to analyze
contextual information both preceding and following
a given word in a sentence. This capability, known as
bidirectional self‐attention, empowers the model to
capture semantic relationships within the text [3,13].

Conversely, the Generative Pre‐trained Trans−
former (GPT) model, also based on the Transformer
architecture, operates as a generative model, allow‐
ing it to produce new sequences of text. Its primary
strength lies in its ability to predict subsequent words
in a sentence based on contextual cues, thus facil‐
itating the generation of coherent and meaningful
texts [20]. Both of these models represent signiϐi‐
cant advancements in natural language processing,
enabling more precise parsing and generation of texts
across various contexts.
2.2. Feature Extraction

One of the early and straightforward methods for
text feature extraction is the Bag‐of‐Words (BoW)
approach. It represents textual documents by treating
each document as a set of words, while disregarding
information about grammar or word order [18]. Due
to its simplicity and lack of information about sen‐
tence structure and word order, BoW is most com‐
monly applied to small, uncomplicated texts.

Alongside BoW, another approach is the applica‐
tion of Term Frequency‐Inverse Document Frequency
(TF‐IDF). In this method, weights are assigned to
words based on their frequency in a given docu‐
ment and their relevance to the entire text corpus
[4]. Higher weight values indicate greater signiϐicance
for a word. Although TF‐IDF is simple and effective,
it results in feature vectors with a high number of
dimensions, potentially increasing the risk of overϐit‐
ting the classiϐication model. To mitigate this issue,
various dimensionality reduction techniques are often
employed.

Among these techniques are Latent Semantic Anal‐
ysis (LSA) and Linear Discriminant Analysis (LDA),
which are commonly employed in natural language
processing tasks.
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LSA focuses on capturing hidden semantic rela‐
tionships in data, while LDA, as a probabilistic model,
identiϐies topics present in documents. With the help
of these techniques, classiϐication systems can better
handle diverse and complex texts, as well as analyze
their semantics more efϐiciently [4].

Another important technique in text analysis is
Principal Component Analysis (PCA), which focuses
on reducing the dimensionality of text features. PCA
involves transforming data into a new set of uncorre‐
lated variables called principal components, thereby
facilitating the analysis of high‐dimensional text data
without losing essential information [15].

More advanced methods include word embed‐
dings, an advanced word representation technique
that assigns numerical vectors to words in a space of
speciϐied dimensionality. Word embeddings such as
Word2Vec, GloVe, or FastText [17] store word seman‐
tics in a manner where words with similar mean‐
ings are closer to each other in this space [5]. This
facilitates the representation of context and semantic
relationships between words, thereby making classi‐
ϐication systems utilizing these methods more precise
in modeling the meaning of textual documents.

When dealing with keyword extraction, several
algorithms enhance the effectiveness of classiϐica‐
tion systems, such as the Rapid Automatic Keyword
Extraction (RAKE) method and the more advanced
EmbedRankmethod. RAKE identiϐies keywords based
on the frequency of word occurrence and their
co‐occurrence with other words in the text. One
signiϐicant advantage of this algorithm is its domain
and language independence, although it may not fully
capture the semantic meaning of the extracted key‐
words [14].

A solution to this problem is the EmbedRank
algorithm, which utilizes word embeddings for key‐
word extraction. Based on selected criteria, such as
frequency and semantics, it assigns an appropriate
weight to each word. However, with this method,
there is a possibility of obtaining redundant key‐
words, which can decrease their signiϐicance. To miti‐
gate this redundancy, the authors of EmbedRank [1]
employed the Maximal Marginal Relevance (MMR)
strategy, which helps select relevant and diverse key‐
words while eliminating redundant ones [1].
2.3. Visualization

Text data visualization plays a crucial role in
understanding and analyzing text. One popular visu‐
alization method is the word cloud, which presents
the most frequently occurring words in a document,
assigning them a size proportional to their frequency.
However, word clouds have limitations, such as the
lack of consideration for semantics or relationships
between words. As a result, they are most commonly
used for statistically summarizing content [8].

Another popular technique is t‐Distributed
Stochastic Neighbor Embedding (t‐SNE), a nonlinear
dimensionality reduction method often applied to
visualize high‐dimensional data in lower dimensions.

By mapping data to a lower‐dimensional space, it
facilitates the analysis and interpretation of the data
structure. Furthermore, it enables the observation of
relationships between different text fragments, aiding
in amore comprehensiveunderstandingof the context
of the analyzed documents [11].

In our study, we utilized the Self‐Organizing Map
(SOM) method for text document visualization. This
method involves transforming multidimensional text
data into a two‐dimensional map space, where doc‐
uments with similar themes are represented close
to each other. By clustering similar documents, the
analysis of the structure and relationships between
different categories becomes more accessible, and
color‐coding areas on the map assists in identifying
thematic groups [2].

3. Description of the Approach
We aim to create a system to automatically classify

documents into the relevant legal categories.
In the ϐirst step, all documents were transformed

into vector form using the Kohonen Self‐Organizing
Maps network. To derive the initial vector repre‐
sentation, the Global Vectors for Word Representa‐
tion (GloVe)1 model was employed, producing word
embeddings in 100‐dimensional vectors for words
occurring at least three times in the corpus. The size
of the Kohonen networkwas conϐigured to be 20×20,
representing a compromise between task complexity
and training time. Subsequently, each query (docu‐
ment) was mapped to the area on the Kohonen map
(one of 400 available areas) that best matched its fea‐
tures. To visualise the vectors on a two‐dimensional
plane, a 20 × 20 grid was created. To prevent point
overlap and enhance visualization clarity, each point
was assigned a small random value that was added
to its coordinates. This way, we were not limited to
just 400 discrete points. The result is the chaotic and
unstructured map illustrated in Figure 2, where the
colors represent the different classes, according to the
legend. Notably, the distances between documents in
the same class are similar to those between docu‐
ments in different classes. In future work, we plan
to optimize the layout so that objects from the same
class are grouped closer together. However, it is worth
noting that projecting vectors of length 100 onto a
two‐dimensional planemay not be the perfectmethod
of representing this data.
3.1. Dataset

We utilized a dataset comprising 2,722 unique
legal questions across nine distinct categories of law.
Each record in the dataset includes the legal article
number corresponding to the category, the complete
content of the question, the main legal category, and
the legal department associated with the category. An
example of a record looks as follows:

114 The substantive issue, whether the housing
community can adopt a resolution regarding the
purchase of radio-read water meters for individual

units covering their costs, substantive, substantive, civil
law.
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Figure 1. Counts of example words “Może” (maybe),
“Stażysta” (intern) and “Lekarz” (doctor) in each
category

Speciϐically, the number 114 corresponds to an article
within property law, a subset of civil law.
3.2. Pre‐processing Data

To categorize the documents, words uniquely
linked to their respective legal‐constitutional cat‐
egories were extracted from the aforementioned
dataset. Using the SpaCy library (https://spacy.io/) for
natural language processing and the pl_core_news_lg
database containing Polish‐language information, all
documents from the dataset were analyzed. This pro‐
cess is shown in Table 2 in the Before column. Sub‐
sequently, 10 parts of speech were removed from
the generated dictionary, as their features were
deemed irrelevant for document classiϐication. The
following parts of speech were removed: numbering,
punctuation, interjection, space, auxiliary, subordinat-
ing conjunction, determiner, coordinating conjunction,
pronoun, preposition. The result is shown in Step 1
column of Table 2. The next step was to eliminate the
words that appeared only once in a category, as these
were considered too weak in the context of document
classiϐication.

In a further step, words that frequently occurred
in different categories were removed, as this could
signiϐicantly reduce the effectiveness of the extracted
set of words in the context of model training.

By carryingout ananalysis of Figure1, it is possible
to identify three categories of words:
‐ “Może” (maybe):

‐ It appears in almost all categories in signiϐi‐
cant numbers. Similarly ubiquitous words make
it harder to distinguish between classes, so such
words are removed.

‐ “Stażysta” (intern):

‐ This word only appears in one category of doc‐
ument, so its presence increases the probability
that a document belongs to a particular class. This
is the best possible case for using words for class
distinction.

Table 1. Number of words in each category with
different thresholds of acceptance for how unique a
keyword must be to a category.

Category Share of words
>50% >90% 100%

Civil law 587 470 466
Administrative law 209 192 191
Pharmaceutical law 253 210 210
Labor law 358 264 263
Medical law 834 599 595
Criminal law 105 90 89
International law 14 12 12
Tax law 42 34 34
Constitutional law 2 2 2
Total 2,404 1,873 1,862

Table 2. Number of words in each category during each
step of data preparation

Category Before Step 1 Step 2 Result
Civil law 10787 2764 1023 470
Administrative law 5182 1786 562 192
Pharmaceutical law 4742 1489 558 210
Labor law 9707 2081 828 264
Medical law 17503 3447 1407 599
Criminal law 4579 1347 418 90
International law 374 199 40 12
Tax law 1197 468 145 34
Constitutional law 73 40 6 2
Total 54,144 13,621 4,987 1,873

‐ “Lekarz” (doctor):

‐ Although it appears inmore than one category, the
vast majority of its occurrences are attributed to
medical law. Removing it from the dataset would
adversely affect the quality of the data; as even
though it is found in many categories, only one
of its occurrences is untraceable. Therefore, such
words are assigned to a speciϐic category if 90%
or more of its occurrences are in that category.
Table 1 presents how the dataset changes based

on the accepted rates of word occurrences. It speciϐies
the minimum percentage of occurrences required for
a word to be retained within a given category. An
experiment was also conducted with a threshold of
100%, which yielded the number of words the set
would contain if all duplicates were removed from all
categories. The lower the percentage, the higher the
number ofwords in the selected dataset; however, this
often results in lower quality, as many words become
less effective in classifying documents as belonging to
the appropriate categories. For furtherwork, a thresh‐
old of 90% was adopted for the dataset as a compro‐
mise between the quantity and quality of words.

The ϐinal word count in the dataset during the
preparation process is shown in Table 2.

For international law and constitutional law, most
of the words extracted from the original dataset were
discarded during the elimination process described
above. This is partly due to the small number of doc‐
uments available for these categories in our dataset
(with constitutional law comprising 0.15% and inter‐
national law 0.62% of the dataset).
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The TF‐IDF measure was used to assess the
descriptiveness of the words for each class. This mea‐
sure was calculated individually for each word in the
class, and then the averagewas calculated to represent
the entire classwith a singlemeasure. Table 3 displays
the results before and after ϐiltering out strong key‐
words.
3.3. Creating a Training Dataset

The process of creating the training dataset based
on the previously‐extracted data is outlined below:
1) Extraction of speciϐic sentence fragments from the

original dataset to serve as the training set.
2) Creation of a list comprising the most frequently

occurring words among the extracted tokens.
3) Iteration through all selected sentences to identify

words present in speciϐic categories.
4) Annotation of the occurring words in the appro‐

priate format and assignment of corresponding
labels.
This methodology aimed to construct a training

set by extracting relevant information from sentences,
creating a list of frequently occurring words, and
appropriately annotating the data.
3.4. Creating and Training a Model

Using the generated training set, a new network
was trained with the spaCy library. First, a Named
Entity Recognizer (NER) from spaCy2 was used and
the prediction labels were deϐined (e.g.,“civil_law”,
”administrative_law”). The training data was orga‐
nized to include the text and entity labels for different
legal categories. Each text was transformed into a Doc
object representing the structure of the document in
the given text and label pair. All transformed docu‐
ments were then collected in an optimized manner in
the DocBin object.

We can assess the quality of our data visualiza‐
tion by measuring the coherence of the classes in the
cluster. To do this, we compute the distances between
points from the same class within a certain radius:

𝑞𝑢𝑎𝑙𝑖𝑡𝑦 = 1 − 𝑚𝑒𝑎𝑛(𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒𝑠)
𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑 (1)

If all the documents of one class are in the same place,
the quality equals 1. If all the points are far from each
other by the given radius value, the quality measure
will be equal to 0.

The conϐiguration of the NER model in spaCy
for Polish is based on the TransitionBasedParser.v2
architecture and token embedding using MaxoutWin-
dowEncoder.v2. The training process included training
data with NER labels, utilizing the Adam optimizer,
and performing model evaluation every 200 steps.
Key evaluation metrics focused on the entity‐level F1
score.

Figure 2. SOM visualization using GloVe embeddings

3.5. Kohonen Network

The ϐinal step of the experiment described above
was to vectorize all documents contained in the initial
dataset using the selected classiϐication. An example of
the vectorization performed by the selected algorithm
is shown below. For the input sentence: “Can a doctor
be employed at the hospital on the basis of an employ‐
ment contract for a trial period, if theywerepreviously
employed at this location as a resident (until the endof
2018)?”, the resulting vector takes the formof an array
of ϐloating‐point numbers:

[0.071…, 0.035…, 0.0, 0.0, 0.071…, 0.0, 0.0, 0.0, 0.0, 0.0]

The array has 10 different characteristics, each deϐin‐
ing a different legal category; for the civil, administra‐
tive and medical law categories, the values are 0.07,
0.03 and 0.07, respectively, and for each of the other
categories, the value is 0.

After converting the documents into vectors, the
resulting data was fed into the Kohonen Network. The
network’s parameters remained consistentwith those
described previously, where they served as an input
stage using GloVe representations. In the initial stage,
the self‐organizing map was trained on the input data
for 1,000 iterations. Then, using thematplotlib library,
the assignment of “winning” coordinates to each doc‐
ument was presented. To improve the vectorization
algorithm used, a weight was added to each word,
which was calculated based on the number of occur‐
rences in the document. This means that a word that
has occurred, for example, 300 times in a category has
a much higher value than one that has only appeared
a few times. Once the weights are added to the doc‐
ument vectorization process, the space presented is
arranged into sets, as visualized in Figures 2 and 3.

Thenext stepwas to create a tag cloudbasedon the
keywords for each of the documents presented in the
space above. This beganwith extracting thewords that
characterized each document. After distributing these
words in the space, the graph took on the shape shown
in Figure 4.
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Table 3. Number, coherence and descriptiveness of documents before and after using exclusively strong keywords

Category Before changes After changes
Number of
documents

Coherence
score

Descriptiveness
score

Number of
documents

Coherence
score

Descriptiveness
score

Civil law 863 0.51 0.031 223 0.74 0.041
Administrative law 164 0.85 0.054 84 0.85 0.062
Pharmaceutical law 212 0.79 0.043 101 0.8 0.064
Labor law 327 0.79 0.043 154 0.84 0.055
Medical law 846 0.68 0.023 377 0.71 0.034
Criminal law 192 0.82 0.288 78 0.83 0.325
International law 7 0.94 0.09 3 0.95 0.123
Tax law 61 0.9 0.577 34 0.89 0.550
Constitutional law 2 1 0.038 2 1.00 0.066
Sum 4,402 1,056

Figure 3. SOM visualization of decision borders, built
using NER model

Figure 4. All keywords displayed on SOM

However, by automatically selecting the ϐirst word
from the classiϐication, when a document was clas‐
siϐied as belonging to employment law due to the
occurrence of ϐive words from this category, only the
ϐirst word of the series was taken into the tag cloud.
To improve the result, the strongest word from each
document’s set of keywords was selected, and then
duplicates were eliminated.

Figure 5. Strong keywords displayed on SOM

After these modiϐications, the structure of the
space looked as illustrated in Figure 5. Table 3 shows
that this treatment improved the coherence of the
classes of documents examined.

4. Results and Experiments
4.1. Classification Accuracy

A classiϐication accuracy of 71.69% was achieved
during our experiments. This result, in terms of
automatic classiϐication of legal text, is satisfactory.
A comparison of this outcome with random category
selection,which resulted in only 13%accuracy, signiϐi‐
cantly underlines the advantage of the chosenmethod.
It is worth noting that for less than 2% of the analyzed
text, it was not possible to assign any category. This
indicates the presence of segments that do not contain
characteristic words for any of the legal categories.
4.2. Characteristics of the Dataset

The dataset used to train the model was sig‐
niϐicantly unbalanced. The categories “Constitutional
Law” and “International Law”, along with “Undeϐined”,
had fewer extracted words, which may potentially
have reduced performance.
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During testing, items related to these categories
were removed, resulting in a slight increase in accu‐
racy, reaching 72.03%.

It is worth noting that the obtained accuracy was
signiϐicantly inϐluenced by the characteristics of the
dataset itself. The documents in this collection were
unevenly distributed across different legal categories.
For instance, “Medical Law” accounted for almost 30%
of the total collection, while the share of “Constitu‐
tional Law” was only 0.15%. This uneven distribution
of documents presents a potential challenge in the
classiϐication process, necessitating further analysis
and optimization of the model.
4.3. Classification Based on Vector Comparison

This experiment was conducted to thoroughly
investigate the effectiveness of an approach based on
comparing the semantic similarity of words without
using the NER model for entity recognition in the
text. The main objective was to compare this method
with traditional NER‐based approaches and explore
whether it can be equally, or even more effective in
entity recognition.

The method consists of the following steps:
1) Data Preparation: Initial text processing, such as

tokenization and stopword removal.
2) Creation of Word Representation Vectors:

Words are encoded using GloVe, with the creation
of numerical vectors for each word.

3) Semantic Similarity Comparison: Utilizes a sim‐
ilarity method to compare the similarity between
words.

4) Entity Classiϐication: For each word in the doc‐
ument, the word with the closest meaning is
selected.

5) Evaluation: Similarity results for each category
are averaged, and the category with the highest
score is chosen.

The resulting accuracy obtained was approxi‐
mately 46%, signiϐicantly lower than our original
approach using NER, which was was around 72%.
Here, usage of the domain–oriented tool for NER may
improve the precision of the results achieved by the
general purpose one.
4.4. Classification Based on the Vector Representation

From the RoBERTa Transformer

The Robustly Optimized BERT Approach
(RoBERTa) architecture model was used, pre‐trained
on a Polish corpus exceeding 200GB in size. The ϐirst
step involved passing the name of each legal category
through the model; the obtained embeddings had a
length of 1024. Then, for each query, the title of the
document was extended with the text “query:”. The
entire sentence, without any ϐiltering, was then used
as input to the model to obtain an embedding. Using
cosine similarity, it was possible to determine which
category the “query” best matched. The overall result
achieved for all categories, shown in Table 4, was
56.8%.

Table 4. Comparison of accuracy between the NER
model and Polish RoBERTa in each category of
document

Category RoBERTa [%] NER [%]
Civil law 68.88 72.00

Administrative law 31.40 55.73
Pharmaceutical law 67.80 74.36

Labor law 62.88 59.15
Medical law 65.56 77.05
Criminal law 55.77 62.22

International law 0.00 35.29
Tax law 12.77 77.27

Constitutional law 13.33 50.00

Figure 6. SOM obtained from RoBERTa embeddings

Figure 7. Strongest keyword per query from RoBERTa
model
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Table 5. Coherence (𝐶) and descriptiveness (𝐷) of
classes using RoBERTa embeddings.

Category 𝐶 𝐷
Civil law 231 0.6 0.055

Administrative law 151 0.53 0.08
Pharmaceutical law 298 0.68 0.048

Labor law 583 0.6 0.023
Medical law 994 0.59 0.027
Criminal law 20 0.53 0.235

International law 137 0.61 0.076
Tax law 25 0.45 0.195

Constitutional law 280 0.64 0.056

Analyzing the accuracy for individual categories,
only in the “labor law” category (59.15% vs. 62.88%)
was a better result observed than with the NER
model, which can be considered an anomaly since the
improvement is not signiϐicant.

Since the vectors here are signiϐicantly longer than
those used to generate the previous Kohonen net‐
works, a 40×40mapwas used in this case. The result
is presented below in Figure 6. The classes on this
diagram are much more separated and visible than
in Figure 2, but the accuracy of the results was still
inferior to NER. Extracting keywords from sentence
embeddings isn’t a perfect process, but by perform‐
ing leave‐one‐out analysis and seeing which word,
when missing, impacted the relative cosine similarity
of the selected class compared to the next best, the
strongest keyword for each query was extracted and
is visualised below in Figure 7. The descriptiveness
and coherence of the classes are summarized for each
category in Table 5. While we still consistently saw
worse results than NER, considering that zero pre‐
processing, ϐiltering, and additional trainingwere per‐
formed, they were very impressive.

5. Conclusion and Future Works
This paper aimed to develop an effective classiϐica‐

tion system for legal documents through keyword fre‐
quency analysis. The approach utilized the Kohonen
self‐organizing map method and word vector repre‐
sentation using the GloVe model, achieving a satisfac‐
tory classiϐication accuracy of 71.69%.

The research conducted revealed that the classiϐi‐
cation process can be enhanced through the applica‐
tion of various techniques, such as NER tools and the
RoBERTa model, to achieve similar accuracy without
any domain‐speciϐic ϐine‐tuning.

Challenges encountered during the process, such
as the uneven distribution of categories in the dataset,
highlighted areas for further improvement. Thus,
future research should focus on experimenting with
AI‐based methods that handle unbalanced data more
effectively, and exploring techniques such as generat‐
ing artiϐicial data or resampling to balance the dataset.

Notes
1https://nlp.stanford.edu/projects/glove/
2https://spacy.io/api/entityrecognizer
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