
Abstract:

1. Introduction
Some remarks on fuzzy inference systems are conside-

red in the first subsection. The second subsection inclu-
des a brief review of methods of extracting of fuzzy rules
based on fuzzy clustering and the aims of the paper.

Fuzzy inference systems are one of the most famous
applications of fuzzy logic and fuzzy sets theory. They
can be helpful to achieve classification tasks, process
simulation and diagnosis, online decision support tools
and process control. So, the problem of generation of
fuzzy rules is one of more than important problems in the
development of fuzzy inference systems.

There are a number of approaches to learning fuzzy
rules from data based on techniques of evolutionary or
neural computation, mostly aiming at optimizing para-
meters of fuzzy rules. From other hand, fuzzy clustering
seems to be a very appealing method for learning fuzzy
rules since there is a close and canonical connection bet-
ween fuzzy clusters and fuzzy rules. The idea of deriving
fuzzy classification rules from the data can be formulated
as follows: the training data set is divided into homoge-
neous group and a fuzzy rule is associated to each group.

Fuzzy clustering procedures are exactly pursuing the
strategy: a fuzzy cluster is represented by the cluster cen-
ter and the membership degree of a datum to the cluster
is decreasing with increasing distance to the cluster
center.

So, each fuzzy rule from a fuzzy inference system can
be characterized by a typical point and membership func-

The interpretability and flexibility of fuzzy classifica-
tion rules make them a popular basis for fuzzy controllers.
Fuzzy control methods constitute a part of the areas of
automation and robotics. The paper deals with the method
of extracting fuzzy classification rules based on a heuristic
method of possibilistic clustering. The description of basic
concepts of the heuristic method of possibilistic clustering
based on the allotment concept is provided. A general plan
of the D-AFC(c)-algorithm is also given. A method of cons-
tructing and tuning of fuzzy rules based on clustering re-
sults is proposed. An illustrative example of the method's
application to the Anderson's Iris data is carried out. An
analysis of the experimental results is given and prelimi-
nary conclusions are formulated.

Keywords: possibilistic clustering, fuzzy cluster, typical
point, tolerance threshold, fuzzy rule.

1.1. Preliminaries

tion that is decreasing with increasing distance to the
typical point.

Let us consider some methods of fuzzy rules extrac-
ting from the data using fuzzy clustering algorithms.
Some basic definitions must be given in the first place.

The training set contains data pairs. Each pair is
made of a -dimensional input-vector and a -dimen-
sional output-vector. We assume that the number of rules
in the fuzzy inference system rule base is . So, Mamda-
ni's [1] rule within the fuzzy inference system is written
as follows:

, (1)

where and are fuzzy
sets that define an input and output space partitioning.

A fuzzy inference system, which is described by a set
of fuzzy rules with the form (1) is the multiple inputs,
multiple outputs system. Note that any fuzzy rule with
the form (1) can be presented by rules with the form of
multiple inputs, single output:

(2)

Let be characterized by the membership function
. The membership function can be triangular,

Gaussian, trapezoidal, or any other shape. In this paper,
we consider trapezoidal and triangular membership func-
tions.

Fuzzy classification rules can be obtained directly
from fuzzy clustering results. In general, a fuzzy cluste-
ring algorithm aims at minimizing the objective function
[2]

(3)

under the constraints

(4)

and

(5)

where is the data set, is the num-
ber of fuzzy clusters in the fuzzy -parti-
tion is the membership degree of object

1.2. Fuzzy clustering and fuzzy rules
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to fuzzy cluster is the prototype for fuzzy
cluster is the distance between prototype

and object , and the parameter is the fuzziness
index. The selection of the value of determines whether
the cluster tend to be more crisp or fuzzy. Membership
degrees can be calculated as following

(6)

and prototypes can be obtained from the formula

(7)

Equations (6) and (7) are necessary conditions for (3)
to have a local minimum. However, the condition (5) is
hard from essential positions. So, a possibilistic appro-
ach to clustering was proposed in [3]. In particular, the
objective function (3) is replaced by

(8)

under the constraint of possibilistic partition

(9)

where is the number of fuzzy clusters    ,
in the possibilistic partition is the possibi-
listic memberships which are typicality degrees,
is the prototype for fuzzy cluster is the dis-
tance between prototype and object , and the para-
meter is the analog of the fuzziness index. Typica-
lity degrees can be calculated as following

(10)

and the parameters are estimated by

(11)

where .
The principal idea of extracting fuzzy classification

rules based on fuzzy clustering is the following [2]. Each
fuzzy cluster is assumed to be assigned to one class for
classification and the membership grades of the data to
the clusters determine the degree to which they can be
classified as a member of the corresponding class. So,
with a fuzzy cluster that is assigned to the some class we
can associate a linguistic rule. The fuzzy cluster is pro-
jected into each single dimension leading to a fuzzy set
on the real numbers. From a mathematical position the
membership degree of the value to the th projec-
tion of the fuzzy cluster is the su-
premum over the membership degrees of all vectors with

as th component to the fuzzy cluster, i.e.

(12)

c

t

t

.... .............

............

or

(13)

in the possibilistic case. An approximation of the fuzzy
set by projecting only the data set and computing the
convex hull of this projected fuzzy set or approximating it
by a trapezoidal or triangular membership function is
used for the rules obtaining [4].

Objective function-based fuzzy clustering algorithms
are the most widespread methods in fuzzy clustering [2].
Objective function-based fuzzy clustering algorithms are
sensitive to initial partition selection and fuzzy rules
depend on the selection of the fuzzy clustering method.
In particular, the GG-algorithm and the GK-algorithm of
fuzzy clustering are recommended in [2] for fuzzy rules
generation. All algorithms of possibilistic clustering are
also objective functions-based algorithms.

Heuristic algorithms of clustering display low level of
a complexity. An outline for a heuristic method of pos-
sibilistic clustering was presented in [5], where a basic
version of direct possibilistic clustering algorithm was
described and the version of the algorithm is called the D-
AFC(c)-algorithm [6].

The main goal of the paper is a detail consideration of
the method of the rapid prototyping fuzzy inference
systems, which was outlined in [7]. The method is based
on deriving fuzzy classification rules from the data on a
basis of clustering results obtained from the D-AFC(c)-
algorithm. The contents of this paper is as follows: in the
second section basic concepts of the possibilistic
clustering method based on the concept of allotment
among fuzzy clusters are outlined and a plan of the D-
AFC(c)-algorithm is given, in the third section a method
of constructing of fuzzy rules is proposed, in the fourth
section an illustrative example of deriving fuzzy rules
from the Anderson's Iris data are given, in the fifth
section preliminary conclusions are stated and some
perspectives are outlined

The basic concepts of the heuristic method of pos-
sibilistic clustering are considered in the first subsection.
A plan of the direct clustering algorithm is given in the
second subsection. The third subsection includes a re-
view of methods of the data preprocessing.

The D-AFC(c)-algorithm is based on a concept of an
allotment of elements of the set of classified objects
among fuzzy -clusters. The allotment of elements of the
set of objects among the fixed number of fuzzy -clus-
ters can be considered as a special case of possibilistic
partition. The fact was demonstrated in [6] and [8]. That
is why the basic version of the algorithm, which is des-
cribed in [5], can be considered as a direct algorithm of
possibilistic clustering and the algorithm was called the
D-AFC(c)-algorithm [6].

Let us remind the basic concepts of the heuristic me-
thod of possibilistic clustering. The concept of fuzzy

.

2. A heuristic method of possibilistic
clustering

2.1. Basic concepts

�
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If condition

(18)

is met for all fuzzy clusters
then the family is the allotment of elements of the set

among fuzzy clusters
for some value of the tolerance threshold .

It should be noted that several allotments
could exist for some tolerance threshold . That is why
symbol is the index of an allotment.

The condition (18) requires that every object
must be assigned to at least one fuzzy

cluster with the membership degree
higher than zero. The condition requires that
the number of fuzzy clusters in each allotment
must be more than two.

Obviously, the definition of the allotment among
fuzzy clusters (18) is similar to the definition of the
possibilistic partition (9). So, the allotment among fuzzy
clusters can be considered as the possibilistic partition
and fuzzy clusters in the sense of (16) are elements of the
possibilistic partition.

If condition

(19)

where and condition

(20)

are met for all fuzzy clusters of some allot-
ment then the allotment is
the allotment among particularly separate fuzzy clusters
and is the maximum number of elements in the
intersection area of different fuzzy clusters. Obviously, if

in conditions (19) and (20) then the intersection
area of any pair of different fuzzy cluster is an empty set
and fuzzy clusters are fully separate fuzzy clusters.

The adequate allotment for some value of
tolerance threshold is a family of fuzzy clusters
which are elements of the initial allotment for the
value of and the family of fuzzy clusters should satisfy
the conditions (19) and (20).

Several adequate allotments can exist. Thus, the
problem consists in the selection of the unique adequate
allotment from the set of adequate allotments,

which is the class of possible solutions of
the concrete classification problem. The set of adequate
allotments is depending on the number of fuzzy clusters
in the sought allotment. So, is the set of
adequate allotments corresponding to the formulation of
a classification problem.

The selection of the unique adequate allotment
from the set of adequate allot-

ments must be made on the basis of evaluation of allot-
ments. The criterion

(21)

where is the number of fuzzy clusters in the allotment
and is the number

�

�
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tolerance is the basis for the concept of fuzzy -cluster.
That is why definition of fuzzy tolerance must be consi-
dered in the first place.

Let be the initial set of elements and
some binary fuzzy relation on with

being its membership func-
tion. Fuzzy tolerance is the fuzzy binary intransitive
relation, which possesses the symmetricity property

(14)

and the reflexivity property

(15)

Let be the initial set of objects. Let
be a fuzzy tolerance on and be -level value of

. Columns or lines of the fuzzy tolerance
matrix are fuzzy sets . Let be fuzzy
sets on , which are generated by a fuzzy tolerance .
The -level fuzzy set

is fuzzy -cluster or, simply, fuzzy cluster. So
and is the mem-

bership degree of the element for some fuzzy clus-
ter . Value of is the tolerance
threshold of fuzzy clusters elements.

The membership degree of the element for so-
me fuzzy cluster can be defined
as a

(16)

where an -level of
a fuzzy set is the support of the fuzzy cluster . So,
condition is met for each fuzzy cluster

. Membership degree can be in-
terpreted as a degree of typicality of an element to a fuz-
zy cluster. The value of a membership function of each
element of the fuzzy cluster in the sense of (16) is the
degree of similarity of the object to some typical object
of fuzzy cluster. Membership degree defines a possibility
distribution function for some fuzzy cluster .
The fact was demonstrated in [8] and the possibility
distribution function is denoted by .

Let is a fuzzy tolerance on , where is the set of
elements, and is the family of fuzzy clusters
for some . The point , for which

(17)

is called a typical point of the fuzzy cluster
. A fuzzy cluster can have several typical

points. That is why symbol is the index of the typical
point. A set of typical points of the
fuzzy cluster is a kernel of the fuzzy cluster and

is a cardinality of the kernel. Obviously,
if the fuzzy cluster have a unique typical point, then .

Let be a fa-
mily of fuzzy clusters for some value of tolerance thres-
hold which are generated by some fuzzy tole-
rance on the initial set of elements .
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of elements in the support of the fuzzy cluster , can be
used for evaluation of allotments.

Maximum of criterion (21) corresponds to the best
allotment of objects among fuzzy clusters. So, the clas-
sification problem can be characterized formally as deter-
mination of the solution satisfying

(22)

The adequate allotment is any allotment
among fuzzy clusters in the case. Thus, the problem of
cluster analysis can be defined in general as the problem
of discovering the unique allotment, resulting
from the classification process.

Detection of fixed number of fuzzy clusters can be
considered as the aim of classification. There is a seven-
step procedure of classification:

1. Calculate -level values of the fuzzy tolerance and
construct the sequence
of -levels;

2. Construct the initial allotment
for every value from the sequence

3. Let ;
4. Construct allotments

which satisfy conditions (19) and (20) for
every value from the sequence

5. Construct the class of possible solutions of the classi-
fication problem for
the given number of fuzzy clusters and different
values of the tolerance threshold as follows:

for some allotment the
condition is met,

let and go to step 4;
6. Calculate the value of the criterion (21) for every

allotment
7. The result of classification is formed as follows:

for some unique allotment from the set
the condition (22) is met,

the allotment is the result of classification,
the number of classes is suboptimal.

So, the allotment among the
given number of fuzzy clusters and the corresponding
value of tolerance threshold are the results of clas-
sification.

Some modifications of the D-AFC(c)-algorithm are
proposed in [6], [9] and [10].

Let us consider a method for the data preprocessing.
The matrix of fuzzy tolerance
is the matrix of initial data for the D-AFC(c)-algorithm of
possibilistic clustering. However, the data can be presen-
ted as a matrix of attributes

where the value is the value of the th
attribute for th object. In the first place, the data can be
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2.2. The D-AFC(c)-algorithm
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then
else

if
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2.3. Notes on the data preprocessing
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normalized as follows:

(23)

In the second place, the data can be normalized using
a formula

(24)

So, each object can be considered as a fuzzy set
and

are their membership functions.
The matrix of coefficients of pair wise dissimilarity

between objects can be ob-
tained after application of some distance to the matrix of
normalized data
The most widely used distances for fuzzy sets

in are [11]:
The normalized Hamming distance:

(25)

The matrix of fuzzy tolerance
can be obtained after application of comple-

ment operation

to the matrix of fuzzy intolerance
obtained from previous operations.

�

The normalized Euclidean distance:

(26)

The squared normalized Euclidean distance:

(27)

(28)

A technique of fuzzy rules antecedents learning is pre-
sented in the first subsection. A method of consequents
learning is given in the second subsection of the section.
The third subsection includes a technique of fuzzy rules
tuning.

In the following, we will consider that the fuzzy
inference system is a multiple inputs, multiple outputs
system. The antecedent of a fuzzy rule in a fuzzy inference
system defines a decision region in the -dimensional
feature space. Let us consider a fuzzy rule (1) where

is a fuzzy set associate with the
feature variable . Let be characterized by the trape-
zoidal membership function , which is presented
in Figure 1.

So, the fuzzy set can be defined by four parame-
ters . A triangular fuzzy set

can be considered as a particular case
of the trapezoidal fuzzy set where .

The idea of deriving fuzzy rules from fuzzy clusters is
the following [7]. We apply the D-AFC(c)-algorithm to the

�

�

3. Deriving fuzzy rules from fuzzy clusters

3.1. Antecedents learning
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given data and then obtain for each fuzzy cluster
a kernel and a support . The

value of tolerance threshold , which corresponds
to the allotment , is the additional
result of classification. We calculate the interval

of values of every attribute , for
the support . The value can be obtained as
follows

(29)

and the value can be calculated using
a formula

(30)

The parameter can be obtained as following

(31)

and the parameter can be obtained from the conditions

(32)

We calculate the value for all typical points
of the fuzzy cluster , as

follows:

(33)

and the value can be obtained from the equation

(34)

Thus, the parameter can be calculated from the
conditions

(35)

and the parameter can be obtained as following

(36)

The height of the fuzzy cluster

, must be taken into account because
the fuzzy cluster can be a subnormal fuzzy
set [12], [13].

So, condition and condition are

Fig. 1. A trapezoidal membership function for an antece-
dent fuzzy set.

...........

. ...............

met for all input variables . Obviously, if
condition is met for the fuzzy cluster and
only one typical point is presented in the fuzzy cluster,
then the condition is met.

The variables are the consequents of fuz-
zy rules (1), represented by the fuzzy sets
with the membership functions . Fuzzy sets

can be defined on the interval of member-
ships and these fuzzy sets can be presented as fol-
lows: where is the tolerance thres-
hold, and .

So, membership functions of fuzzy sets
will be trapezoidal membership functions.

The situation is shown in Figure 2.

Fuzzy clusters can be subnormal fuzzy sets [12]. So,
the case, which is presented in Figure 2, is the general
case.

If the allotment among fully separate fuzzy
clusters is obtained and all fuzzy clusters

are normal fuzzy sets then
and for each fuzzy cluster

. So, a trapezoidal membership function
of a fuzzy set in the case of normal

and fully separate fuzzy clusters is presented in Figure 3.

Thus, trapezoidal membership functions for
the fuzzy sets can be constructed on
a basis of the clustering results. The empty set

can be correspond to some output variable
So, the empty fuzzy set will be cor-

respond to the output variable and
is the membership function of the correspon-

ding fuzzy set .

3.2. Consequents learning

Fig. 2. A trapezoidal membership function for a consequent
fuzzy set in a general case.

Fig. 3. A trapezoidal membership function for a consequent
fuzzy set in a case of normal and fully separated fuzzy
clusters.
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If the allotment among particularly separate
fuzzy clusters is obtained then some non-empty fuzzy sets

will be correspond to some output variables
.

The computational accuracy must be taken into ac-
count in the data processing by the D-AFC(c)-algorithm.
The computational accuracy can be determined by a value
of accuracy threshold . If we decrease the value
, the computational accuracy increases. Membership

values the value of tolerance
threshold , and the number of typical points in each
fuzzy cluster are depending on the value of
accuracy threshold . An allotment can be charac-
terized by the value of tolerance threshold that
is increasing with decreasing accuracy, i.e., for
we have . From other hand, a fuzzy cluster

can be characterized by a kernel
and the number of typical points of the fuzzy cluster is
decreasing with increasing accuracy, i.e., for
we have . So, the accuracy threshold
can be used as a parameter for the D-AFC(c)-algorithm.
The fact was demonstrated in [14]. Moreover, the accu-
racy threshold can be considered as the analog of the
fuzziness index in the formula (3).

Thus, the accuracy threshold can be useful for tuning
of the rules. In particular, for we have
and a crisp interval is increasing. Otherwise, if
we decrease the accuracy threshold, , the number of
typical points of the fuzzy cluster increa-
ses, and a crisp interval increases.

Membership functions for consequents fuzzy
sets depend on the value of accuracy thres-
hold . For example, if we increase the value of accuracy
threshold , the crisp interval decreases. Moreover,
for we have . That is
why parameters and increases for all fuzzy sets ,
i.e., for we have and .

The proposed technique for fuzzy rules tuning will be
explained by an illustrative example in the next section.

The first subsection of the section includes the results
of the Anderson's Iris data clustering by the D-AFC(c)-
algorithm. The designed fuzzy inference system is pre-
sented in the second subsection and the results are com-
pared with the results of other classifier systems.

The Anderson's Iris data set consists of the sepal
length, sepal width, petal length, and petal width mea-
sured for 150 irises [15]. The problem is to classify the
plants into three subspecies on the basis of this infor-
mation. The Anderson's Iris data forms the matrix of at-
tributes where the
sepal length is denoted - by , sepal width - by , petal
length - by and petal width - by . The Iris database is
the most known database to be found in the pattern
recognition literature. The method of the data prepro-
cessing which was described in the third section can be
used for constructing the matrix of fuzzy tolerance and

3.3. Fuzzy rules tuning

4.1. Results of the Anderson's Iris data clustering

4. An illustrative example

...........

.........

............

..........
..

................

the matrix of fuzzy tolerance can be processed by the D-
AFC(c)-algorithm. The formula (23) and the squared nor-
malized Euclidean distance (27) were used for the data
preprocessing.

Four experiments were made for different values of
the accuracy threshold . The allotment among
three fully separated fuzzy clusters was obtained in each
experi-ment. The results of the Anderson's Iris data set
pro-cessing by the D-AFC(c)-algorithm for different
values of the accuracy threshold are presented in the
Table 1.

By executing the D-AFC(c)-algorithm for three classes
(1, 2, 3) in each experiment we obtain the following: the
first class is formed by 50 elements all being Iris Setosa;
the second class by 52 elements, 48 of them being Iris
Versicolor and 4 Iris Virginica; the third class by 48 ele-
ments, 46 of them being Iris Virginica and 2 Iris Versi-
color. In other words, the first class corresponds to the
Setosa subspecies, the second class corresponds to the
Versicolor subspecies and the third class corresponds to
the Virginica subspecies. So, there are six mistakes of
classification in each experiment.

Let us consider results of the experiment for the value
of accuracy threshold . The ninety-fifth object
is the typical point of the fuzzy cluster, which corres-
ponds to the first class, the ninety-eighth object is the
typical point of the second fuzzy cluster, and the
seventy-third object is the typical point of the third
fuzzy cluster. The height of each fuzzy cluster

is equal one. So, membership functions
and for corresponding fuzzy sets and

can be constructed immedia-
tely. The rule base induced by the D-AFC(c)-algorithm
clustering result can be seen in Figure 4 where labels

and denote, respectively, se-
pal length, sepal width, petal length, and petal width,
and is the number of rule.

Note that only one typical point is presented in each
fuzzy cluster. That is why membership functions

are triangular membership func-
tions. Obviously that a meaningful linguistic label can be
assigned to each fuzzy set .

From other hand, linguistic labels Setosa, Versicolor
and Virginica are associated with corresponding output
variables . Note that fuzzy sets

and are empty fuzzy sets.

Table 1. Results of the Anderson's Iris data set classi-
fication obtained from the D-AFC(c)-algorithm for different
values of the accuracy threshold.

4.2. A fuzzy inference system

............

.................
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We show in Figure 5 a graph of the performance of the
designed fuzzy inference system. The example of
classification of the ninety-fifth object, which is the
typical point of the first fuzzy cluster, is presented in
Figure 5.

Total area is zero in the defuzzification procedure for
output variables Versicolor and Virginica. That is why an
average of the range of output variables Versicolor and
Virginica are used as output values and these values are
equal 0.5. The values can be interpreted as uncertain
membership degrees.

The result, which is obtained from fuzzy inference
system, is easily interpreted. Thus, the obtained model is
suitable for interpretation since the rules consequents
are the same or close to the actual class labels, such that
each rule can be taken to describe all classes.

The Anderson's Iris data were classified using the
constructed fuzzy inference system. The rules classify
four objects incorrectly and two objects are rejected.
Thus, the total number of misclassifications is 6. Eviden-
tly, that the results are correlated with the results, ob-
tained from the D-AFC(c)-algorithm. So, the fuzzy infe-
rence system is accurate.

The application of the constructed fuzzy inference

system to the Anderson's Iris data was made in compa-
rison with other approaches. Table 2 shows the results of
some well-known classifier systems.

For example, Höppner, Klawonn, Kruse and Runkler
[2] applied the simplified version of the GG-algorithm of
fuzzy clustering to learn a Mamdani-type fuzzy inference
system for classifying the Anderson's Iris data by training
on all 150 objects. An eight-rule fuzzy system was obtai-
ned. The rules classify 3 objects incorrectly and 3 more
were not classified at all. So, the total number of misclas-
sifications is 6.

From other hand, the FCM-algorithm of fuzzy cluste-

Table 2. Comparison of results of different classifier sys-
tems on the Anderson's Iris data set.

VOLUME 4,     N° 3     2010

Fig. 5. The performance of the fuzzy inference system.

Fig. 4. The rule base induced by the clustering result.

Rule

1

2

3

SL2

SL3

SW2

SW3

PL2

PL3

PW2

PW3

SL1 SW1 PL1 PW1 SETOSA VERSICOLOR VIRGINICA

(4.274, 5, 5.83)

(4.878, 5.5, 7.056)

(5.523, 7.7, 7.907)

(2.259, 3.4, 4.437)

(1.985, 2.4, 3.437)

(2.481, 3, 3.83)

(0.9814, 1.5, 1.915)

(2.974, 3.7, 5.152)

(4.752, 6.1, 6.93)

(0.0962, 0.2, 0.6148)

(1, 1, 1.622)

(1.574, 2.3, 2.507)

(0.9642, 0.9828, 1, 1)

(0.9642, 0.9676, 1, 1)

(0.9642, 0.9673, 1, 1)

Articles42



Journal of Automation, Mobile Robotics & Intelligent Systems

ring was applied by Roubos and Setnes [16] to obtain an
initial Takagi-Sugeno model with singleton consequents.
All 150 samples were used in the training process. So, the
initial model with three rules was constructed from clus-
tering results where each rule described a class. The clas-
sification accuracy of the initial model was rather dis-
couraging, giving 33 misclassifications on the trai-ning
data. A multi-objective genetic algorithm-based optimi-
zation approach was applied to the initial model. So, the
number of misclassifications was reduced to 4 samples.

Ishibuchi, Nakashima and Murata [17] applied all 150
samples in the training process, and derived a fuzzy clas-
sifier with five rules. The resolution was 3 misclassifi-
cations.

Abonyi, Roubos and Szeifert [18] proposed a data-
driven method to design compact fuzzy classifiers
combining a genetic algorithm, a decision-tree initializa-
tion, and a similarity-driven rule reduction technique.
The final fuzzy inference system had three fuzzy rules and
the number of misclassifications was 6.

A fuzzy classifier with ellipsoidal regions was propo-
sed by Abe and Thawonmas [19]. They applied clustering
methods to extract fuzzy classification rules, with one
rule around cluster center, and then they tuned the slops
of their membership functions to obtain a high recogni-
tion rate. Finally, they obtained a three-rule fuzzy system
with 2 misclassifications.

The results obtained from the constructed fuzzy infe-
rence system seem appropriate in comparison with the
some well-known fuzzy systems. So, the proposed me-
thod of derivation of fuzzy classification rules from data
can be considered as an effective technique of the rapid
prototyping fuzzy inference systems.

Some conclusions are formulated in the first subsec-
tion. The second subsection deals with the perspectives
on future investigations.

Many techniques to design fuzzy inference systems
from data are available; they all take advantage of the
property of fuzzy inference systems to be universal ap-
proximators. This paper presents an automatic method to
design fuzzy inference system for classification heu-
ristic possibilistic clustering and the method can be con-
sidered as an approach to rapid prototyping of fuzzy infe-
rence systems. The proposed method is simple in compa-
rison with other well-known approaches. The results ob-
tained with the proposed modeling approach for the
Anderson's Iris data set case illustrate the effectiveness
of the proposed method of designing fuzzy inference
systems.

Notable that the fuzzy rules obtained using the D-
AFC(c)-algorithm can be interpreted very simply, because
membership functions of fuzzy sets which correspond to
input variables of fuzzy rules has natural interpretations.

Constructing a rule base from fuzzy clusters gives
a first approximation for the data, which can be used as
a basis for further improvements. A technique of fuzzy

via

via

5. Concluding remarks

5.1. Discussion

5.2. Perspectives

rules tuning based on varying of the accuracy threshold is
proposed in the paper. However, some other approaches,
such as the genetic algorithm-based approach or neuro-
fuzzy techniques can be used for fuzzy rules tuning.

Note that the computational complexity of the
D-AFC(c)-algorithm is higher in comparison with objecti-
ve function-based fuzzy clustering algorithms. For exam-
ple, approximately 700 observations is the large data set
for the D-AFC(c)-algorithm. Of course, the computational
complexity of the D-AFC(c)-algorithm is the subject of
special considerations. However, the clustering problem
in cases of large data sets can be solved in the prelimi-
nary way as follows: the initial data set
can be represented as a set where

and each element is the sub-
set of the data set . So, the matrix of the reduced data
set can be presented as the matrix of the
interval-valued data, and the data can be processed by
the D-AFC(c)-algorithm [20]. Fuzzy rules can be extracted
from the interval-valued data clustering results imme-
diately.

From other hand, the D-AFC(c)-algorithm can be ap-
plied for classification the three-way data [13] and the
fuzzy data [21]. So, the proposed method of designing
fuzzy inference systems can be generalized for correspon-
ding cases of the training data set.

These perspectives for investigations are of great in-
terest both from the theoretical point of view and from
the practical one as well.

- Laboratory of Images Recog-
nition and Processing, United Institute of Informatics
Problems of the National Academy of Sciences of Belarus,
Surganov St. 6, 220012 Minsk, Belarus, e-mail:
viattchenin@mail.ru.
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