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Abstract:
We present a convolution neural network used to deter‐
mine face similarity given two images as input, i.e. a face
identification task. The main focus is on the shape of
the input data. We propose schemes where two pictures
are connected in four different ways. The input sample is
concatenated horizontally and vertically, giving the first
two schemes. The other two input shapes include the
intertwining by column and by row. Analysis of precision
versus recall has been provided for each input schema.
Some of the traditional approaches focus on deriving
the feature vectors of an individual and then comparing
the obtained vectors with each other. Our paper offers
a new approach to face identification problems where
two images of an individual are directly fed to the neural
network. Then, it is the task of the neural network to
determine the similarity score.
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1. Introduction
Solutions created with artiϐicial intelligence are

gaining more and more attention. For example, Chat‐
GPT is an optimised dialogue model while offering a
human‐like conversation experience. AI ϐinds applica‐
tions in many different domains such as engineering,
medicine and ϐinance. The use of artiϐicial intelligence
is much broader and is not limited to the ϐields men‐
tioned. A particular ϐield where such methods have
proven to be useful is computer vision, especially
face detection and identiϐication [6]. This ϐield is not
solely reserved for human face recognition but can be
applied to animals as well [7]. One of the methods
in computer vision that can be used for face recogni‐
tion is the Haar Cascade Classiϐier [15]. It is a classic
object detection algorithmbasedonHaar‐like features
and the Adaboost algorithm. It can be adopted to the
face detection task by training it on face and non‐
face images. It is efϐicient, but it requires a pre‐trained
database, so it is not able to identify faces that the
algorithm has not seen previously. Another classical
approach to face detection and identiϐication is the
Eigenface detector [14]. In the course of this algo‐
rithm, a face is projected onto “face space”where devi‐
ations from a normalised patterns are measured. This
approach uses principal component analysis (PCA)
to extract features from images and then uses those
features to perform face recognition.

Additionally, this algorithm can be extended to
recognize previously unseen faces through an unsu‐
pervised learning process. A similar approach to
Eigenfaces is known as Fisherfaces [2]. Its projection
method is based on Fisher’s linear discriminant and
gives results in a low‐dimensional subspace that are
well separable. Research on this method showed that
it is invariant or presents high robustness to illumina‐
tion conditions.

A separate group of algorithms is based on neural
networks such as ImageNet [5], MTCNN [16], VGGFace
[8] and ResNet [4]. These solutions are based on deep
convolutional neural networks. ImageNet and ResNet
are not directly intended to be used as a model to
identify faces but rather as various object classiϐiers
that could be adopted in order to perform this task. In
turn, MTCNN and VGGFace are dedicated solutions to
perform face recognition tasks. It is important to know
the underlying difference between two terms: face
detection and face identiϐication. The former limits its
scope to the task of ϐinding a face in an image,while the
latter is capable of comparing two faces and drawing
a conclusion if the face belongs to the same person or
not. While it is clear that the face identiϐication task
is harder to perform, ϐinding a person’s face on an
image cannot be neglected either. Moreover, as the
term face recognition gainsmore friction, it seems that
is is being used in a simultaneous taskwhich combines
previous two. In this article we focus our effort on the
face identiϐication task. Thusweassume following that
a picture containing two faces is provided. Through
the inference process, the model determines proba‐
bility describing if the provided image represents the
sameperson. Themain focus of the letter is put onhow
structure of input data impacts overall performance of
a deep convolution neural network. We present four
similar structures of the input data which differ in
image representation and compare the ϐinal perfor‐
mance of the presented deep CNN.

In this paper, we are presenting results obtained
during training of a deep neural network for the
task of face identiϐication. The deep neural network
is provided with two photo samples. The goal is to
determine whether the two pictures represent the
same person. Moreover, we focus on input data shape
and how it inϐluences accuracy and performance. We
have proposed four different input data schemes. The
results of the trainedmodels are presented in the form
of precision vs. recall.
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Figure 1. Example faces from the ORL database [10]

In Section 2 we discuss four different image rep‐
resentations. Section 3 contains description of used
neural network architecture. Next, Section 4 presents
detailed information gathered during training of
presented deep CNN model. Discussion of achieved
results is presented in Section 5. Additionally, it offers
conclusion and further research plans.

2. Input Data
The input data set is the driving force of deep neu‐

ral network solutions. To facilitate this, we have used
the ORL (Olivetti Research Labs) database [1]. This
database contains photographs of 40 distinct subjects,
10 samples per person. The data set was divided into
three subsets: training dataset, directly used during
training process; validation dataset, to validate net‐
work performance during training; and ϐinally testing
dataset that was used during evaluation of a trained
model. The original data set (before data augmen‐
tation) was divided into three parts with following
shares:
‐ training – 32 subjects (80%),
‐ validation – 4 subjects (10%),
‐ testing – 4 subjects (10%).
Therefore, the training dataset contains exactly 320
raw samples. The samples were not directly fed to the
neural network.

The size of each image is 92x112 pixels in 8‐bit
grey scale. The databases contain multiple images of
the same subject but taken under different conditions.
These conditions include different lighting conditions,
facial expression, and facial details. The presented
ORL database is used in various research areas [3,10].
In Figure 1, 9 randomly chosen faces were presented.
2.1. Data Preparation

Before the training dataset could be constructed,
each image had to be cropped to resemble a square
shape. This was achieved by cropping the original
images from 92x112 to 92x92 pixels.

Afterwards, each image was scaled down to 64x64
pixels. This process was required to limit the number
of inputs to the neural network. In order to satisfy
deep neural network with sufϐicient data, the post‐
processed dataset was augmented. Each image was
transformed with a three‐stage pipeline:
‐ noise addition,
‐ rotation, and
‐ zooming.
This allowed us to signiϐicantly enlarge the number
of samples. To each image, noise was added based
on normal distribution. Additionally, each image was
rotated within the range of [‐5∘, +5∘]. The rota‐
tion angle was chosen at random. In addition, each
image was slightly zoomed in or out. These opera‐
tions allowed creation of an automated augmentation
pipeline that produced a number of different samples.
2.2. Training Set Curation

The goal was to train a network capable of discov‐
ering if two images belong to the same person, thus
performing a face identiϐication task. This requires
the neural network to be fed with not a single image
but a sample consisting of two images. Each such
sample is then labeled with a zero value representing
the situation when two pictures do not belong to the
same person and value of one otherwise. Through
the process of data augmentation followed by image
concatenation, we have extended our dataset consid‐
erably allowing the deep neural network to be trained
properly. After this process the datasets were of the
following magnitude:
‐ 20160 training samples (including 10080 positive
and 10080 negative samples),

‐ 2520 validation samples (including 1260 positive
and 1260 negative samples),

‐ 2520 training samples (including 1260 positive and
1260 negative samples).

In the scope of the classiϐication task (the same person
or twodifferent persons), it is important to ensure that
the magnitude of datasets representing positive and
negative samples is comparable. Therefore, the data
augmentation process allowed us to satisfy these two
requirements. The ϐirst one concerning the total num‐
ber of samples; a large number of training samples
leads to better performance. The second condition
requires that the magnitude of datasets representing
each class for a classiϐication problem is similar, ide‐
ally identical. Based on this fact, the number of pos‐
itive samples (concatenation of images representing
the same person) is much smaller than the number
of negative samples. For original dataset the number
of positive samples can be calculated as combination
given as

ቀ𝑛𝑘ቁ =
𝑛!

𝑘!(𝑛 − 𝑘)! . (1)
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Figure 2. Two images concatenated horizontally

Figure 3. Two images concatenated vertically

Figure 4. Two images intertwined by row

For a single person with 10 photographs it yields
45 positive samples. Given 32 individuals the total
number of positive samples is 1440 which is insufϐi‐
cient. In turn, the number of negative samples is far
greater for the original dataset.

As already mentioned, in order to achieve face
identiϐication, two images had to be represented as a
single input sample. Therefore,wepropose four differ‐
ent sample representations. The ϐirst schema is based
on concatenating images together, as it was shown in
Figure 2.

The second representation is similar to the ϐirst
one, but now the pictures of individuals are concate‐
nated vertically. The result is presented in the Figure 3.

The two images were concatenated horizontally,
so the resulting input shape was 128x64. In the case
of vertical concatenation, the resulting resolution is
64x128. The third schema was based on intertwin‐
ing pattern. See the example in Figure 4. As can be
seen, the resulting image is a concatenation of two
images where rows are intertwined. The resulting
size of the image is 128x64 pixels (similar to vertical
concatenation).

Similar to the third input data schema, we propose
a representation where an input sample was created
through concatenation, but columnswere intertwined
instead of rows. The result was show in Figure 5.

Figure 5. Two images intertwined by column
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single input sample. Therefore,wepropose four differ‑
ent sample representations. The ϐirst schema is based
on concatenating images together, as it was shown in
Fig. 2.

The second representation is similar to the ϐirst
one, but now the pictures of individuals are concate‑
nated vertically. The result is presented in the Fig. 3.

The two images were concatenated horizontally,
so the resulting input shape was 64x128. In the case
of vertical concatenation, the resulting resolution is
128x64. The third schema was based on intertwin‑
ing pattern. See the example in Fig.4. As can be seen,
the resulting image is a concatenation of two images
where rows are intertwined. The resulting size of the
image is 128x64 pixels (similar to vertical concatena‑
tion).

Similar to the third input data schema, we propose
a representation where an input sample was created
through concatenation, but columnswere intertwined
instead of rows. The result was show in Fig. 5. The re‑
sulting resolution of the image is equal to the ϐirst rep‑
resentation; thus it is now 64x128 pixels.

3. Network Architecture
The convolutionnetwork architecture is presented

in Fig. 6. Almost the same network architecture was
utilized for all four input schemes. Therefore, the in‑
put layer was 128x64 or 64x128. Similar changes had

Fig. 5. Two images intertwined by column
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Fig. 6. Face similarity convolution network architecture

to be adopted across all convolution and pooling lay‑
ers. In Fig. 6 we have presented network architecture
for the input layer with dimensions 64x128, thus for
imageswhichwere concatenated horizontally (side by
side) or intertwined by column.

It is worth noting that the ReLU activation func‑
tion was used for the last output layer. Since we focus
on values from 0 to 1, a different activation function
could be used for the last layer, e.g. the sigmoid func‑
tion could be used. However, we have observed that
using ReLU as an activation layer for the network out‑
put gave good results.

4. Model Training
We have trained four models where each model

differs by shaping of input samples. We present train‑
ing statistics such as accuracy and loss during the
training and during validation phase.

To better understand how the trained model per‑
forms, it was tested against the testing dataset since
it was not used during training stage. We provide two
metrics which give insight howwell it performs – pre‑
cision and recall. Precision is expressed as

Precision =
TP

TP + FP
, (2)

whereTP are truepositivesmeaningpositive samples
that were correctly classiϐied and FP are false posi‑
tives reϐlecting negative samples that were misclassi‑
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Figure 6. Face similarity convolution network
architecture

The resulting resolutionof the image is equal to the
ϐirst representation; thus it is now 128x64 pixels.

3. Network Architecture
The convolutionnetwork architecture is presented

in Figure 6. Almost the same network architecture
was utilized for all four input schemes. Therefore, the
input layer was 128x64 or 64x128. Similar changes
had to be adopted across all convolution and pooling
layers. In Figure 6 we have presented network archi‐
tecture for the input layer with dimensions 64x128,
thus for images which were concatenated vertically
(one under the other) or intertwined by row.

It is worth noting that the ReLU activation function
was used for the last output layer. Since we focus on
values from0 to 1, a different activation function could
be used for the last layer, e.g. the sigmoid function
could be used. However, we have observed that using
ReLU as an activation layer for the network output
gave good results.

4. Model Training
We have trained four models where each model

differs by shaping of input samples. We present train‐
ing statistics such as accuracy and loss during the
training and during validation phase.

To better understand how the trained model per‐
forms, it was tested against the testing dataset since
it was not used during training stage. We provide two
metrics which give insight how well it performs –
precision and recall. Precision is expressed as

Precision = 𝑇𝑃
𝑇𝑃 + 𝐹𝑃 , (2)
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Figure 7. Accuracy and loss during training for
horizontally concatenated pictures

Figure 8. Validation accuracy and loss for horizontally
concatenated pictures

where 𝑇𝑃 are true positivesmeaning positive samples
that were correctly classiϐied and 𝐹𝑃 are false posi‐
tives reϐlecting negative samples that were misclassi‐
ϐied as negative samples. Recall is deϐined as

Recall = 𝑇𝑃
𝑇𝑃 + 𝐹𝑁 , (3)

where𝑇𝑃 is as previously,while𝐹𝑁 are false negatives
reϐlecting positive samples that were misclassiϐied as
negative samples. Observing how precision and recall
behave in a function of assumed threshold allows us
to decide which behaviour of the classiϐier is more
desirable. Depending on the selected thresholdwe can
decide if the model should tend to prefer strong cases
while some positive samples might not be detected
over more robust positive classiϐication with some
false positives.

Our ϐirst model was trained on horizontally
concatenated data where pictures were stacked side‐
by‐side. In Figure 7 a plot shows accuracy and loss
function during training for the model prepared for
horizontally concatenated images. In turn, in Figure 8
we show accuracy and loss values for the validation
dataset.

In Figure 9 recall and precision indicators for the
ϐirst model are presented. Based on the plots the bal‐
anced threshold is equal to 0.72.

Figure 9. Precision and recall for horizontally
concatenated pictures

(a) Original test dataset (b) Augmented
test dataset

Figure 10. Confusion matrices for model trained on
horizontally concatenated images

Figure 11. Accuracy and loss during training for
horizontally concatenated pictures

In Figures 10(a) and 10(b) confusion matrices
have been presented for our ϐirst model. As can be
seen, results obtained for the original test and the
augmented test datasets are similar. Overall accuracy
for this model is around 85%.

The secondmodelwas trained for the samedataset
but the input data was post processes by concatenat‐
ing two pictures vertically, thus one picture is above
the other as already been presented in Figure 3. The
results of training process were depicted in Figure 11
were accuracy vs. loss function was presented. To get
more insightful data we have presented accuracy vs.
loss function in Figure 12.
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Figure 12. Validation accuracy and loss for horizontally
concatenated pictures

Figure 13. Precision and recall for horizontally
concatenated pictures

(a) Original test dataset (b) Augmented
test dataset

Figure 14. Confusion matrices for model trained on
vertically concatenated images

Finally, the precision and recall were presented in
Figure 13 where these two curves were calculated in
a function of ϐixed threshold from 0 to 1. The best
threshold – providing balance between recall and pre‐
cision is 0.95.

In Figures 14(a) and 14(b) confusion matrices
have been presented for our second model trained on
vertically concatenated images. It can be noticed that
the overall performance of this model is around 80%.
It is slightly less compared to previous model using
horizontal image concatenation.

Figure 15. Accuracy and loss during training for pictures
intertwined by row

Figure 16. Validation accuracy and loss for pictures
intertwined by row

Figure 17. Precision and recall for pictures intertwined
by row

The second group of models was tested
on intertwined input data, the third model
(pictures intertwined by row) and the last model
(pictures intertwined by column). In Figure 15
accuracy vs loss was shown during training process.
Validation results were presented in Figure 16
showing accuracy and loss for validation dataset.

In turn, in Figure 17, precision and recall for the
model with intertwined rows are presented. The bal‐
anced threshold between recall and precision for the
model was computed as 0.30.
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(a) Original test dataset (b) Augmented
test dataset

Figure 18. Confusion matrices for model trained on row
intertwined images

Figure 19. Accuracy and loss during training for pictures
intertwined by column

Figure 20. Validation accuracy and loss for pictures
intertwined by column

In Figures 18(a) and 18(b) we show results in
the form of confusion matrices obtained while test‐
ing model trained on row intertwined images. It was
tested on original and augmented datasets. There is
visible, however small, ca. 5%, discrepancy between
results obtained for these two datasets. This model is
capable of achieving accuracy on the level of 93%.

Similar, to the previous model, we present results
obtained for input data thatwas originally intertwined
by column. In this case, the training results were pre‐
sented in Figure 19. Validation process was conducted
also on a previously unseen validation dataset. The
results were presented in Figure 20.

Figure 21. Precision and recall for pictures intertwined
by column

(a) Original test dataset (b) Augmented
test dataset

Figure 22. Confusion matrices for model trained on
column intertwined images

To complement the analysis, we also present recall
and precision metrics achieved on a testing dataset
(Figure 21). For this model the balanced threshold is
equal 0.66.

We present confusion matrices (Figures 22(a) and
22(b)) obtained during the testing routine for amodel
trained on column intertwined images. As in previous
cases the difference between a model tested on orig‐
inal and augmented datasets is small, but larger than
in the case of models trained on concatenated images.
The overall performance of this model is around 87%,
which is higher compared to models trained on con‐
catenated images.

5. Conclusion
In the presented work we have focused on a well‐

know problem of face recognition. There are many
state‐of‐the‐art methods and algorithms that focus on
this problem [9, 11–13]. Usually, the method is based
on obtaining a numerical representation of a face that
is then compared to other representations using a
predeϐined metric. In our approach we investigate if
a CNN can learn to determine if input data, consist‐
ing of two pictures, represents the same person. To
further examine this we have proposed four different
schemes that differentiate in input data shape. Two
images are concatenated (vertically or horizontally)
or intertwined (by row or by column). No similarity
metric is being computed other than the output of the
convolution neural network itself.
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The proposed architecture allowed us to build a
model that is capable of differentiating between two
photographs of human faces and determining if the
images represent the same person. Research results
provided in Section 4 show that the input prepro‐
cessing has signiϐicant inϐluence on the model per‐
formance. It was shown that when the input image
is intertwined, either by row or column, it achieves
better classiϐication results. The best model achiev‐
ing 93% accuracy was trained on intertwined images
by row. What is more, all models were tested on
two datasets – an original and an augmented testing
dataset. It is clear that models trained on intertwined
images have a higher accuracy dispersion. It is around
3‐5% while for models trained with concatenated
images the accuracy dispersion is 0.5%‐3%. During
the course of the research it was determined that
the intertwined input data performs better than con‐
catenated input data. It was shown how input data is
shaped has signiϐicant impact on model performance.
Itwas determined byproviding exactly the same train‐
ing sets for eachmodel andutilizing the samearchitec‐
ture layout.

Since the system is not based onmetric calculation
it could be deployed immediately on premiseswithout
additional adjustments. The model provided with two
images (intertwined or concatenated) is able to pro‐
vide a prediction if the two images belong to the same
person.What is more, it does not require a preexisting
database of subjects since it compares two images, so
itsmaintenance is low. However, the drawback of such
systems is the necessity of running inference between
all subjects, while a metric based system could be
more efϐicient in terms of calculating only the distance
between two numerical representations of faces.

In future research, we plan to signiϐicantly enlarge
the original data set. This might allow us to discover
potential discrepancies. Additionally, we plan to intro‐
duce a different variant of the proposed neural net‐
work. Itwould be trainednot to identify if twopictures
represent the same person but if there is any level
of kinship and later on what kind of kinship level
it is. It is a challenging task which would require a
large data set and a speciϐic one. Furthermore, since
neural networks require a signiϐicant amount of data
it would be worth to investigate if artiϐicially aug‐
mented dataset, by the means of generative adver‐
sarial networks (GANs), inϐluences accuracy of such
architecture.
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