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Abstract:
Mammography based breast cancer screening is very popular because of its lower costing and readily availability. For automated classification of mammogram images as benign or malignant machine learning techniques are involved. In this paper, a novel image descriptor which is based on the idea of Radon and Wavelet transform is proposed. This method is quite efficient as it performs well without any clinical information. Performance of the method is evaluated using six different classifiers namely: Bayesian network (BN), Linear discriminant analysis (LDA), Logistic, Support vector machine (SVM), Multi-layer perceptron (MLP) and Random Forest (RF) to choose the best performer. Considering the present experimental framework, we found, in terms of area under the ROC curve (AUC), the proposed image descriptor outperforms, upto some extent, previous reported experiments using histogram based hand-crafted methods, namely Histogram of Oriented Gradient (HOG) and Histogram of Gradient Divergence (HGD) and also Convolution Neural Network (CNN). Our experimental results show the highest AUC value of 0.986, when using only the carniocaudal (CC) view compared to when using only the mediolateral oblique (MLO) (0.738) or combining both views (0.838). These results thus proves the effectiveness of CC view over MLO for better mammogram mass classification.
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1. Introduction
Breast Cancer is the most frequent cancer among women, impacting over 1.5 million women each year and is also the cause of the highest number of cancer related death among women. In 2015, 570,000 women died from breast cancer – which is approximately 15% of all cancer deaths among women [1]. If breast cancer is early detected, it is one of the most treatable types of cancer. The primary imaging modality for breast cancer is done by a low cost X-Ray based technique which is known as mammography. Based on the processing modalities, mammography can be classified into two types: (i) Screen Film Mammography (SFM) and (i) Full Field Digital Mammography (FFDM). For SFM, images are captured on the film, whereas for FFDM, images are directly stored in the digital computer. As per the reported study in literature [2, 3], both type of mammography, have almost equal ability to detect suspicious lesions in the breast. The present work deals with the SFM images which are available through the BCADR-F03 dataset [4, 5], one of the latest breast imaging film mammography benchmark datasets.

In recent years many computational approaches have been proposed for computer assisted diagnostic of breast cancer; these methods are known as Computer Aided Diagnostic methods or, in short, CAD [6]. A double checking procedure by radiologists is normally used to reduce the number of false-negative cases, but this has an obvious cost associated as the number of radiologists are not in general adequate in our health centres. Alternatively, a CAD system can help one radiologist to verify her/his observations with the result of the automated system without requiring another radiologist in the same place. That is why the importance of developing CAD system is in demand.

Presently various CAD systems have been proposed in the literature. The general framework for a traditional CAD system consists of three parts: (i) preprocessing the mammogram images for ROI extraction, (ii) feature extraction and finally (iii) classification. Recently, deep learning based approaches are also reported in literature which replaces the extraction of hand-crafted features by combining step (ii) and (iii) in a single stage. In literature works are reported where image descriptors are combined with clinical information for better classification accuracy [6]. The present work focuses on an image descriptor based classification of masses from mammogram images. We have not considered any clinical information.

Among the reported image descriptors, Constantinidis et al. [7] and Belkasim et al. [8] considered the Zernike moment based descriptor to classify masses; texture based classification of calcification and masses using Haralick features [9] was reported by different authors [10–14]. Haralick texture features were employed in other areas of medical imaging also [15] and a comparison of texture features and a deep learning approach is reported in [16]. Wavelet [17,18] and curvelet [19] analysis based feature descriptors are also used by different authors and combination of intensity and texture descriptors was explored by Ramos et al. [20]. Histogram of oriented gradient (HOG) based features was employed along with the clinical information for mammogram image classification by Moura and Guevara [6] and Arevalo et al. [5] used a convolution neural network to separate malignant and benign masses without using any clinical information reporting the effectiveness of a deep learning based approach over the traditional hand-crafted one.

In this paper, we propose a novel image descrip-
tor based on radon transform over multi-resolution images. The block diagram of the proposed method is shown in Figure 1. First film mammogram dataset is considered and images are categorized based on CC and MLO views; ROI are then extracted and their contrast is enhanced; next step computes a feature vector, followed by classification and performance comparison of multiple classifiers.

The rest of the paper is organized as follows: the contributions are reported in Section 2 where we discuss about the proposed image descriptor and the design of classifiers; experimental details are reported in Section 3, which include dataset description, experimental setup and results with a comparative study. Finally we conclude the paper in Section 4.

2. Contribution Outline

As mentioned earlier, we propose a novel feature descriptor for classification of mammogram masses. In particular, our target is to classify malignant and benign masses from mammogram images using this novel image descriptor. We describe the image descriptor in detail in the following sub section.

2.1. Design of the Image Descriptor

The propose image descriptor uses the concepts of radon transform and multi-resolution analysis. In general, the radon transform is an integral transform computes the projection of an image matrix along a specified angle. This method has wide application in the domain of medical imaging as it is used to reconstruct images from medical CT scans. The radon transform method was introduced in 1917 by Johann Radon [21] and a formula for the inverse transform was also provided by him. The basic principal of these techniques are described below.

Radon transform. Radon transform is an integral transform that consists of a set of projections of a pattern at different angles [21], as illustrated in Figure 2 where, the part (a) shows the projection principal and part (b) shows different angles considered for the present work. It is a mapping of a function $f(x, y)$ to another function $f \rho, \theta$ defined on the 2D space of lines in the plane, whose value at a particular line is equal to the line integral of the function over that line for the given set of angles. In other words, the radon transform of a pattern $f(x, y)$ and for a given set of angles may be assumed as the projection of all non-zero points. The projection output is the sum of the non-zero points for the image pattern in each direction (angle between 0 to $\pi$). Finally it results forming a matrix. The matrix elements are related to the integral of $f(x, y)$ over a line $f \rho, \theta$ defined by $\rho = x \cos \theta + y \sin \theta$ and can formally be expressed as

$$f \rho, \theta = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} f(x, y) \delta(x \cos \theta + y \sin \theta - \rho) dx dy$$

where $\delta(.)$ is the Dirac delta function, $\delta(x) = 1$, if $x = 0$ and 0 otherwise. Also, $\theta \in [0, \pi]$ and $\rho \in [-\infty, \infty]$. For the radon transform, $f \rho, \theta$ be in normal form $(\rho_i, \theta_i)$.

Multi-resolution analysis. The time-frequency response of a signal (for present work it is an image) is represented through wavelet transform. Daubechies wavelets [22], which belongs to the family of discrete wavelet techniques, are used for the present work. Wavelets are used for multi-resolution analysis and their advantage includes: computational ease with minimum resource and time requirements. These orthogonal wavelets are characterized by maximum number of vanishing moments for some given support. We decompose an image into different frequencies with different resolutions for further analysis. The family of Daubechies wavelet is denoted as ‘dbN’, where the wavelet family is denoted by the term ‘db’ and the number of vanishing moments is represented by ‘N’. An image can be represented by the combination of different components of different coefficients. For the present work, the wavelet decomposition has been done at level 1 for db1, db2 and db3 which capture the constant, linear and quadratic coefficients of an image component. Four sub-band images namely, approximation coefficients (cA), horizontal coefficients (cH), vertical coefficients (cV), and diagonal coefficients (cD) are generated by this process for each of the db1, db2 and db3 part, resulting a total of 12 sub-band images.

Design of the descriptor. The image descriptor is developed by combining the idea of radon transform over multi-resolution analysis. The texture pattern of benign and malignant masses are different. The malignant mass region has more irregular in comparison to benign masses whose boundary regions are more re-
gular in shape. Radon transform computes the line integral of a set of pixels over a specified direction. So, if we compute radon transform on benign and malignant masses the line integral value will be different for each case. Figure 3 shows the radon spectrum of benign and malignant masses: Figure 3(a) is a benign mass and its radon spectrum is shown in Figure 3(c); Figure 3(b) is a malignant mass and its radon spectrum is shown in Figure 3(d).

There are several methods available for image decomposition like, divide by “n” and quad-tree decomposition among others. Here, we chose wavelet, as different directional approximation can be done through wavelet decomposition. From each of the sub-band images i.e. on $cA$, $cH$, $cV$ and $cD$, we compute the radon spectrum. Finally, statistical values are computed from those radon-wavelet spectrum which are used to construct the feature vector.

![Fig. 3. ROI extracted from mammogram images and their radon spectrum](image)

**Feature vector generation.**

In what follows, we summarize the generation of feature vector:

First, ROIs were extracted from the original mammogram images and contrast enhancement was done on each ROI. The enhanced ROI was then stored as a gray-scale image.

Wavelet decomposition at level 1 was done using Daubechies method for $db1$, $db2$ and $db3$. This step generates 04 sub band images for each coefficients resulting a total of 12 sub-band images.

Radon transform is applied on the original ROI image and each of the 12 sub-band images generated on the previous step. At this step we generate a total of 13 radon spectrum.

From each of the 13 radon spectrum we compute one energy and three statistical features value. Altogether this step generates 52 features ($04 \times 13$). Then, we compute 04 statistical features namely: entropy, mean, standard deviation and maximum coefficient of radon spectrum from the original gray-scale image too, so overall we get a feature vector of dimension 56 ($52 + 04$).

**2.2. Classifiers**

In our study, six different classifiers were used to train and classify the masses. They are Bayesian network (BN), Linear discriminant analysis (LDA), Logistic, Support vector machine (SVM), Multilayer perceptron (MLP) and Random Forest (RF). We compare the performance of these classifiers to find the best one. These classifiers are briefly explained below:

**Bayesian network.** For the Bayesian network (BN) we used K2, a hill-climbing technique which is a famous score-based algorithm that recovers the underlying distribution in the form of directed acyclic graph efficiently. Details can be found in [23].

**Linear discriminant analysis.** In linear discriminant analysis [24], we model the data as a set of multivariate normal distributions where a common covariance matrix exist with different mean vectors for different classes. LDA partition the feature-space by using a hyper-plane (HP), where two sides of the HP represent two classes. The class pattern is determined from the test dataset based on which side of the plane the classes lie.

**Logistic.** Logistic regression is used as a classification algorithm to assign observations to a discrete set of classes. The logistic classifier transforms its output using a logistic function (sigmoid) and returns a probability value. This probability value is then mapped into two or more classes [25].

**Support vector machine.** SVM classifies the data by constructing a hyper-plane (HP) on the high dimensional feature space. Different linear and non linear kernels can be used. For the present work, we used SVM tuned by a linear kernel since it’s fast and presented promising results.

**Multilayer perceptron.** MLP is one of the most widely used classifiers. Here, the chosen configuration was 56-hl-2, where 56 is the number of feature values, $hl$ is the number of nodes in the hidden layer and 2 is the number of classes. $hl$ can be determined empirically, by considering it as a function of the feature dimension (fifty six) and output classes (two). In our experiment the value of $hl$ is considered as 29, i.e $(56+2)/2$.

**Random forest.** Theoretically, a random forest is defined as a collection of unpruned decision trees which are trained on bootstrap samples using random feature selection in the tree generation process. Among a large number of generated trees, each tree votes for a popular class and, by combining all, a decision is taken [26].

**3. Experiments**

**3.1. Dataset & Pre-processing**

A benchmark film mammography dataset known as BCDR-F03 [27, 5] from the Breast Cancer Digital Repository, a wide-ranging public repository composed of Breast Cancer patients’ cases from Portugal [6], was used in our experiment. The BCDR-F03 is one of the latest benchmarked film mammography dataset which
consists of 668 film mammogram images. Out of these 668 image there are 736 biopsy proven masses containing 426 benign masses and 310 malignant masses from 344 patients. Thus, in many cases a single image contains more than one masses.

For present work, we have considered one mass per image having a total of 668 masses. Out of these 668 masses, 662 images are considered for classification after removal of few extremely low resolution images. The samples provided are available in two different views namely carniocaudal (CC) and mediolateral oblique (MLO) view. In our data we have 328 CC views and 334 MLO views (almost equal ratio for fair comparison). Figure 4 shows different mammogram views with the lesions marked.

![Fig. 4. Different mammogram views, (a) LCC, (b) LO, (c) RCC, (d) RO. The green boundary is the ROI](image)

The pre-processing step includes (i) ROI extraction and (ii) contrast enhancement. ROI was extracted based on the information provided by the radiologist; an annotated file with the ROI coordinate information is provided along with the BCDR-F03 dataset. Using automated techniques ROIs were extracted and stored in separate folders based on different view types. Further, they were categorized into two class folders namely benign and malignant. Next, ROIs contrast enhancement was performed since original film mammograms are of very low contrast due to several factors (poor lighting condition, orientation, etc.); contrast is enhanced by subtracting the mean of the intensities in the image to each pixel. Figure 5 shows one original ROI and its contrast enhanced version.

![Fig. 5. Contrast enhancement, (a) original low contrast ROI, (b) contrast enhanced image](image)

### 3.2. Evaluation Metrics

To measure the performance of the system, we use the Area Under the Curve of the Receiver Operator Characteristic (AUC). The ROC curve is created by plotting the true positive rate against the false positive rate. The AUC is a measure of discrimination also used in previous works on this dataset [6,5], allowing then to make a comparison with our method.

### 3.3. Evaluation Strategy and System Configuration

We carried out three different type of tests: (i) mammogram mass classification from CC view, (ii) mammogram mass classification from MLO view and (iii) mammogram mass classification with both views combined. In each case, the dataset was divided into 60:40 ratio (60% data for training and rest 40% for testing), following the split of previous works for fair comparison [6,4,5].

Regarding the resources, all experiments were carried out using MATLAB 2017b software in a system with 2.8 GHz CPU, 8 GB RAM, 4 GB NVIDIA GPU.

### 3.4. Results and Analysis

In the present work, we not only propose a novel image descriptor for mammogram mass classification but also study the performance of different classifiers. In addition, the analysis of which image view is better for mass classification is also done. Table 1 shows the performance of six different classifiers (BN, LDA, Logistic, SVM, MLP and RF) for three different mammogram views: CC, MLO and both combined (best values are presented in bold face). From the first column of the table, which shows the output of the CC view, LDA and RF perform best with 0.986 AUC among the six classifiers. For the MLO view, RF shows the highest AUC of 0.738 and when both the views are combined (i.e. all images of CC and MLO are considered together) RF also shows highest AUC of 0.838. Given these results, it is possible conclude that RF is the best performer irrespective of image view.

### Previous relevant work – analogy

Prior to this study, Moura et. al [6] proposed one histogram based image descriptor known as HGD and tested the method on the BCDR-F01 dataset, which is a subset of the BCDR-F03. They reported the highest AUC of 0.787 by HDG and 0.770 by traditional HOG. Nonetheless, these results are not solely based on image descriptor as clinical information was also used. Recently, Arevalo et. al [4,5] proposed a deep learning based approach on BCDR-F03 dataset. Applying a convolution neural network (CNN) they obtained a AUC of 0.822; then, using CNN combined with the hand-crafted HGD features, the overall AUC was boosted upto 0.826, showing an improvement of 0.40%. Nonetheless, these two works are not comparable in true sense as different experimental framework were considered, i.e. for [6], a 80:20 data split for training and testing was considered while for [4,5] the split was 60:40.

Table 2 shows the results reported and allows a qualitative comparison to our method (based on the present experimental consideration and framework). The proposed image descriptor performs significantly well without any clinical information as compared to the traditional approaches, thus proving the effectiveness of the image descriptor for mass classification.

### Choosing the best classifier

Not only design of the descriptor, in this paper we also compare the performance of different classifiers to choose the best
one and a quantitative comparison is provided. Six different classifiers namely: Bayesian network (BN), Linear discriminant analysis (LDA), Logistic, Support vector machine (SVM), Multilayer perceptron (MLP) and Random Forest (RF) are considered for performance comparison. From Table 1 we can see Random Forest is the best performer among the six classifiers irrespective of the image view considered. For CC view images both the Random Forest and Linear Discriminant Analysis classifiers show an AUC of 0.986 followed by Multilayer Perceptron, Support Vector Machine and Logistic classifiers. We found, for CC view images, among the six classifiers except Bayesian Network rests five provides almost neck to neck results. The CC view accuracy provided by Bayesian Network is almost 5.27% less compared to the highest performer i.e. Random Forest. For MLO view, Random Forest shows an AUC of 0.738 which is highest among the six. Finally, when we combined both the views and considered all the images together then we found an AUC of 0.838 by the Random Forest classifier. Other four classifiers namely Multilayer Perceptron, Bayesian Network, Linear Discriminant Analysis and Logistic also shows comparable performance. In this scenario, only Support vector Machine shows a bit less performance compared to all. Figure 6 shows a graphical representation of the performance comparison of different classifiers for different views.

4. Conclusion

This paper provides a novel image descriptor which is based on radon transform and wavelet transform to separate malignant and benign masses from film mammogram images. No doubt, automated diagnostics of breast cancer from mammogram images will support the radiologists by double checking their observations. Several methods are proposed in the literature for mammogram mass classifications from film mammogram images, but most of the time these descriptors show promising performance if combined with clinical information. In the present work, we propose a novel image descriptor which performs well without clinical information. The proposed image descriptor along with the random forest classifier shows an AUC of 0.986 for CC view, 0.738 for MLO view and 0.838 for the combined view. For mammogram mass classification the CC view is more effective than MLO one. In this experiment, we found that, CC view shows a 33.60% improvement over MLO.

To support the conclusions drawn on this work, namely the superiority of the image descriptor and the different discriminating powers of the CC and MLO views, our plan for future work includes evaluating the performance of the proposed descriptor on other publicly available film mammogram datasets and performing a statistical analysis over the results. Performance comparison of different classifier has been carried out in this paper. In future we intend to do performance analysis of more classifiers and performing statistical significance test on them is also in our plan.

<table>
<thead>
<tr>
<th>Classifier</th>
<th>CC</th>
<th>MLO</th>
<th>CC+MLO</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baysian Network (BN)</td>
<td>0.934</td>
<td>0.690</td>
<td>0.816</td>
</tr>
<tr>
<td>Linear Discriminant Analysis (LDA)</td>
<td><strong>0.986</strong></td>
<td>0.672</td>
<td>0.807</td>
</tr>
<tr>
<td>Logistic</td>
<td>0.958</td>
<td>0.674</td>
<td>0.811</td>
</tr>
<tr>
<td>Support Vector Machine (SVM)</td>
<td>0.977</td>
<td>0.682</td>
<td>0.783</td>
</tr>
<tr>
<td>Multilayer Perceptron (MLP)</td>
<td>0.985</td>
<td>0.618</td>
<td>0.813</td>
</tr>
<tr>
<td>Random Forest (RF)</td>
<td><strong>0.986</strong></td>
<td><strong>0.738</strong></td>
<td><strong>0.838</strong></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Methods</th>
<th>AUC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hand-crafted techniques</td>
<td>0.770</td>
</tr>
<tr>
<td>Deep-learning based approach</td>
<td>0.822</td>
</tr>
<tr>
<td>Deep learning + Hand-crafted</td>
<td>0.826</td>
</tr>
<tr>
<td>Proposed Method</td>
<td><strong>0.838</strong></td>
</tr>
</tbody>
</table>

Fig. 6. Performance comparison of different classifiers for different image views
4. Conclusion

Mammogram mass classification results for CC, MLO and combined (CC + MLO) views on test dataset measured in Tab. 1. Will support the radiologists by double checking their diagnostics of breast cancer from mammogram images to separate malignant and benign masses from which is based on Radon transform and wavelet transform compared to all. Figure 6 shows a graphical representation of the performance comparison of different classifiers. Support vector machines show a bit less performance than five other classifiers, Linear Discriminant Analysis and Logistic also perform well but Multilayer perceptron (MLP) shows the best result with an AUC of 0.986 for CC view, 0.738 for MLO view and 0.813 for combined both views. For CC view, our plan for future work includes evaluating the performance of the proposed descriptor on other image views.
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