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Abstract:
Artificial intelligence has made big steps forward with reinforcement learning (RL) in the last century, and with the advent of deep learning (DL) in the 90s, especially, the breakthrough of convolutional networks in computer vision field. The adoption of DL neural networks in RL, in the first decade of the 21st century, led to an end-to-end framework allowing a great advance in human-level agents and autonomous systems, called deep reinforcement learning (DRL). In this paper, we will go through the development Timeline of RL and DL technologies, describing the main improvements made in both fields. Then, we will dive into DRL and have an overview of the state-of-the-art of this new and promising field, by browsing a set of algorithms (Value optimization, Policy optimization and Actor-Critic), then, giving an outline of current challenges and real-world applications, along with the hardware and frameworks used. In the end, we will discuss some potential research directions in the field of deep RL, for which we have great expectations that will lead to a real human level of intelligence.
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1. Introduction

Reinforcement learning [1], [2] is an AI sub-domain allowing agent to fulfill a given goal while maximizing a numerical reward signal. It was developed within three main threads. The first is the concept of learning by trial and error, discovered during researches undertaken in psychology and neuroscience of animal learning. The second concept is the problem of optimal control developed in the 1950s using a discrete stochastic version of the environment known as Markovian decision process (MDP) and adopting a concept of a dynamical system’s state and optimal return function (Reward) and defining the “Bellman equation” to optimize the agent behavior over the time (Dynamic programming). The last concept concerns the temporal-difference methods, which become the mainstream, and was boosted by the actor-critic architecture. This topic is detailed in the first section.

Deep Learning (DL) [3] is a machine learning sub-domain, based on the concept of artificial neural networks that imitates human brain while processing data and creating patterns for use in decision-making. DL enables automatic features engineering and end-to-end learning through gradient descent and back-propagation. There are many types of DL nets, which usage depend on their application and the nature of the problem being treated. For time sequences like speech recognition, natural language processing we use recurrent neural network. For extracting visual features, like image classification and object detection, we use convolutional neural network. For data pattern recognition like classification and segmentation, we use feed-forward networks, and for some complex tasks like video processing, object tracking and image captioning, we use a combination of those nets. This topic is detailed in the second section.

The link between RL and DL technologies was made, while AI researchers were seeking to implement a single agent that can think and act autonomously in the real world, and get rid of any hand-engineered features. In fact, in 2015, Deepmind succeed to combine RL, which is a decision-making framework and DL [4], which is a representation learning framework allowing visual features extraction, to create the first end-to-end artificial agent that achieves human-level performance in several and diverse domains. This new technology named deep reinforcement learning is used now, not only to play ATARI games, but also to design the next generation of intelligent self-driving cars like Google with Waymo, Uber, and Tesla.

In summary, this paper will give an outline of RL and DL technologies (in sections II and III respectively), which are the basis of the deep RL. Section IV will focus on dissecting the different approaches and improvements that had a significant impact on building a human-level autonomous agents, by giving (a) an overview of state-of-the-art deep RL algorithms and achievements in recent years and (b) an outline of the current challenges of DRL and its applications in industry, and (c) an introduction to the latest toolkits and framework libraries that can be used to develop deep RL approaches.

Finally, we open a discussion related to deep RL and then inherently raise different directions for future studies in the conclusion.

2. Preliminary: Reinforcement Learning

In this section, we begin with an introduction to the fundamental concepts of reinforcement learning [1] like Markov decision process, Bellman equation,
and exploration vs exploitation dilemma. Then we will review the main algorithms and methods developed that represent the key breakthroughs of contemporary RL, allowing autonomous human-level agents to reach the actual state-of-the-art DRL.

2.1. Reinforcement Learning and Markov Decision Process

Reinforcement Learning is an AI domain inspired by behaviorist psychology, it is based on a mechanism that learns through trial and error by interacting with a stochastic environment. It is built up on the concept of Markov Decision Process MDP (see Fig. 1), a sequential decision-making problem based, defined by a 5-tuple: A set of states and actions (SA), reward model R, state transition probability matrix P (from all states s to all their successor s’) and discounted factor γ ∈ [0, 1], which allows to give more importance to recent rewards compared to future rewards. An environment is said to be MDP when the state S contains all information the agent needs to act optimally.

![Fig. 1. Markov decision process](image)

The state transitions of an MDP is memoryless, so, we say that it satisfies the Markov property (1). RL agents behave under this assumption, so the effects of an action taken in a state depend only on that state and not on the prior history:

\[
P(S_{t+1} = s’ | S_t = s, A_t = a, S_{t-1} = s_{t-1}, A_{t-1} = a_{t-1}, …) = P(S_{t+1} = s’ | S_t = s, A_t = a_t)
\]

If MDP is episodic, the state is reset after each episode of length T. Reward R, defines what are the good and bad events for the agent, and Cumulative reward Gt (2) is the discounted sum of reward accumulated throughout an episode of T steps:

\[
G_t = R_{t+1} + γR_{t+2} + γ^2R_{t+3} + … = \sum_{k=t}^{T} γ^k R_{t+k+1} = R_{t+1} + γG_{t+1}
\]

The optimal policy π is the policy function that maps each possible state s of the agent to its selective action a, π: S → p(A = a|S). The agent try to learn an optimal policy π* in order to take the best actions that maximize the cumulative reward Gt [reinforcement feedback from the environment].

2.2. Reinforcement Learning and Bellman Equations

To find the optimal policy π* that achieves the maximum cumulative reward, RL algorithms involve estimating the following value functions:

- **State-Value function V(s)** (3) estimate how good (future rewards) it is, to be in a state s. V(s) under policy π is denoted Vπ(s):

\[
V_\pi(s) = E_\pi(G_t | S_t = s) = E_\pi\left(\sum_{k=0}^{\infty} γ^k R_{t+k+1} | S_t = s\right),
\]

for all s ∈ S

- **Action-value function Q(s,a)** (4) how good (future rewards) it is to perform an action a in a state s.

\[
Q_\pi(s,a) = E_\pi(G_t | S_t = s, A_t = a) = E_\pi\left(\sum_{k=0}^{\infty} γ^k R_{t+k+1} | S_t = s, A_t = a\right),
\]

for all s ∈ S and a ∈ A

We then infer the Bellman equations (5) for V and Q under the optimal policy π* as below:

\[
V^*(s) = \max_a [V_\pi(s)] = \max_a \sum_{s’, r_t} P(s_{t+1}, r_t | s_t, a_t) [r_t + γ V^*(s_{t+1})]
\]

\[
Q^*(s, a) = \max_{s’, r_t} [Q_\pi(s, a)] = \sum_{s’, r_t} P(s_{t+1}, r_t | s_t, a_t) [r_t + γ \max_a Q_\pi(s_{t+1}, a)]
\]

The optimal value function is immediate reward r + discounted value of successors state γV(s’).

The optimal policy can be found using two different modes depending on:
- **On-policy** agent learns policy, and action is performed by the current policy instead of the greedy policy.
- **Off-policy** agent learns the optimal values (VQ), and action is performed by the greedy policy (max operator in Bellman equation → Optimal policy). In RL, there are two main types of algorithms:
- **Model-based** algorithms that use a model to predict the unobserved portion of the environment like Dynamic Programming, but they suffer from Bellman’s curse of dimensionality problem (use full-width backups), since knowing all the elements of the MDP is a tough task, especially when we have infinite states or almost.
- **Model-free** algorithms that skip learning a model and directly learn what action to do and when, by estimating the value function of a certain policy without a concrete model. The most known...
methods are Monte-Carlo, Temporal difference learning and its variants Q-learning and SARSA. In this paper, we will focus on model-free RL.

2.3. The Exploration/Exploitation Dilemma

In real life, the best long-term strategy may involve short-term sacrifices to gather enough information to make the best overall decisions. For RL problems, to avoid being stuck in a local maximum, we have to balance between the two concurrent approaches Exploration and Exploitation (see Fig. 2):

- **Exploit** (using deterministic search): in this case, the search is deterministic and the RL agent chooses actions that he has already attempted in the past (from the history of trials) and which maximized the cumulative reward and proved to be the most efficient.

- **Explore** (using non-deterministic search): to gather more information and discover such actions, it has to try actions (weighted by a probability of correctness) that it has not selected before, and so allow the exploration of the other possibilities, in order to make better action selections in the future.

![Fig. 2. Exploitation vs Exploration](image)

The most known approaches to exploration use the following action-selection strategies [5]:

- **Greedy Approach**: Agent is exploiting its current knowledge to choose at any time the action which he expects to provide the greatest reward.

- **ε-greedy Approach**: forces the non-greedy actions to be tried (exploration) with no preference for nearly greedy ones or particularly uncertain (chooses equally among all actions). ε is the probability of exploration typically 5 or 10% (see Fig. 3).

![Fig. 3. ε-greedy approach](image)

- **Softmax Approach**: All the actions are ranked and weighted according to their values estimates, but the selection probability of Greedy actions is the highest. A random action is selected, by taking into account the weight of each action. In practice, we use an additional temperature parameter (τ) applied to Softmax, to lower the low probabilities and higher the high probabilities.

- **Bayesian Approach**: we add a probability distribution to the neural network weights by repeatedly sampling from a network with dropout [6]; thus, the distribution variance provides an estimate of the uncertainty of each action.

2.4. Monte-Carlo Learning

Monte Carlo method [1] relies on repeated random sampling to obtain numerical results. By the law of large numbers, the expected value of a random variable can be approximated, by taking the sample mean of independent samples of the variable.

MC methods are used in RL to solve episodic problems by averaging sample returns and learning directly from complete episodes of experience without bootstrapping. MC methods are insensitive to initial value since they learn only from complete sequences, the return is known only at the end of the episode and not before.

MC is used for prediction by learning the state-value function Vπ(s) following a given policy π, and for control by estimating the policy using Generalized Policy Iteration GPI and the action-value function Q. The MC control algorithm starts with an arbitrary policy π and iterates between the two steps until converging toward the optimal policy π∗:

- **Policy evaluation**: use the current policy π to estimate Qπ or Vπ.

- **Policy improvement**: making a better policy π by deterministically choosing actions with maximal action-value: π(s) = arg maxa q(s,a).

2.5. Temporal-Difference Learning

Temporal-Difference Learning [1], [6] is model-free methods that act by deriving its information from experiences without having complete knowledge of the environment. TD combines Monte Carlo methods, by learning directly from raw experience, with dynamic programming methods, by updating value function estimates through bootstrapping from its current estimate.

TD updates values using recent trends so as to capture the effect of a certain state. It learns online after every step from incomplete episodes of experience by sampling the environment according to a given policy and approximating its current estimate based on previously learned estimates. The general rule (8) can be summarized as follow: $V_{New} \leftarrow V_{Old} + \text{StepSize}^* \left[ \text{Target} - V_{Old} \right]$

![Image](image)

In TD learning, instead of computing the update every step, we can postpone it after N steps. The N-step return, in this case, is calculated as follows:

$$G_t^{(N)} = R_{t+1} + \gamma R_{t+2} + \ldots + \gamma^{N-1} R_{t+N} + \gamma^N V(R_{t+N})$$

N-Step TD formula becomes:

$$V(S_t) \leftarrow V(S_t) + \alpha [G_t^{(N)} - V(S_t)]$$
In TD learning, we also integrate a neurologic phenomenon called eligibility trace (ET). This RL mechanism uses a short-term memory that stores the steps state-action history called traces. Those traces mark the state as eligible for learning, reinforcing the event that contributed to getting to the reward. It decays gradually over time if the given state is not enough visited. So, ET extends what the agent learned at t+1 also to previous states, by tracking where he has been (prior states) and back-upping of reward for a longer period, so to reinforce the most visited states and accelerate learning.

Eligibility traces [1] implement a memory trace that is usually an exponential function, with a decay parameter. The three most known Eligibility traces implementations are:

- **Accumulating traces**: accumulate each time the state is visited, then fades away gradually when the state is not visited.

\[
e_{t}(s) = \begin{cases} \gamma \lambda e_{t-1}(s) & \text{if } s \neq s_t \\ \gamma \lambda e_{t-1}(s) + 1 & \text{if } s = s_t \end{cases}
\]

(11)

- **Replacing traces**: each time a state is visited, the trace is reset to 1, regardless to present or prior trace

\[
e_{t}(s) = \begin{cases} \gamma \lambda e_{t-1}(s) & \text{if } s \neq s_t \\ 1 & \text{if } s = s_t \end{cases}
\]

(12)

- **Dutch traces**: intermediate between accumulating and replacing traces, depending on the step-size parameter \(\alpha\)

\[
e_{t}(s) = \begin{cases} \gamma \lambda e_{t-1}(s) & \text{if } s \neq s_t \\ (1-\alpha)\gamma \lambda e_{t-1}(s) + 1 & \text{if } s = s_t \end{cases}
\]

(13)

\(e_{t}(s)\) is the eligibility trace function for state \(s\) and time \(t\). On each step, it decays by \(\alpha\), for all non-visited states.

### 2.6. Q-learning

Q-learning [7] is an Off-Policy algorithm for TD-Learning control (MDP environment) used in reinforcement learning. The learned action-value function \(Q\) approximates directly the optimal action-value function \(Q^*\), regardless of the policy being followed. One-step Q-learning is defined by (9):

\[
Q(S_t, A_t) \leftarrow Q(S_t, A_t) + \alpha (R_{t+1} + \\
\gamma \max_a [Q(S_{t+1}, a)] - Q(S_t, A_t))
\]

(14)

Q-learning combined with eligibility trace become Q(\(\lambda\)):

\[
Q(S_t, A_t) \leftarrow Q(S_t, A_t) + \alpha e_{t}(s, a) (R_{t+1} + \\
\gamma \max_a [Q(S_{t+1}, a)] - Q(S_t, A_t))
\]

(15)

With three known implementations of eligibility trace [1] for Q(\(\lambda\)): Watkins Q(\(\lambda\)) [10] [8], Peng Q(\(\lambda\)) which doesn’t distinguish between exploratory and greedy actions and Naive Q(\(\lambda\)) which is similar to Watkins’s method, except that the traces are not set to zero on exploratory actions.

\[
e_{t}(s, a) = \begin{cases} \gamma \lambda e_{t-1}(s, a) & \text{if } s \neq s_t, a \neq a_t \\ \gamma \lambda e_{t-1}(s, a) + 1 & \text{if } (s, a) = (s_t, a_t) \\ Q_{t-1}(s, a_t) = \max_a [Q_{t-1}(s, a)] \\ 0 & \text{if } Q_{t-1}(s, a_t) \neq \max_a [Q_{t-1}(s, a)] \end{cases}
\]

(16)

### 2.7. SARSA

SARSA (State–Action–Reward–State–Action) [9] is an on-Policy algorithm for TD-Learning control (MDP environment) used in reinforcement learning, it learns an action-value function of [state, action] pairs that depends on the quintuple \((s_t, a_t, r_t, s_{t+1}, a_{t+1})\). What makes the difference with Q-Learning, is that with SARSA, the maximum reward for the next state is not necessarily used for updating the Q-values; instead, a new action (and reward), is selected using the same policy that determined the original action:

\[
Q(S_t, A_t) \leftarrow Q(S_t, A_t) + \\
\alpha (R_{t+1} + \gamma Q(S_{t+1}, A_{t+1}) - Q(S_t, A_t))
\]

(17)

SARSA combined with eligibility trace become SARSA(\(\lambda\)):

\[
Q(S_t, A_t) \leftarrow Q(S_t, A_t) + \\
\alpha e_{t}(s, a) (R_{t+1} + \gamma Q(S_{t+1}, A_{t+1}) - Q(S_t, A_t))
\]

(18)

In SARSA, the policy \(\pi\) is updated at each visit choosing the action with the highest state-action value \(\arg\max_s Q(s, a)\) making the policy greedy.

### 2.8. Actor-Critic

Actor-Critic (AC) algorithms were inspired by neuroscience and animal learning [10], it’s a hybrid control methods that combine the policy gradient method and the value function method together. The Actor-Critic algorithm (see Fig. 5) introduces a Critic that judges the actions of the actor. The Actor is the source of high variance and the critic provides low-variance feedback on the quality of the performance, which balanced the equation. Adding the Critic component reduces variance and higher the likelihood of convergence of the policy gradient methods.

![Actor-Critic Algorithm steps](image)
**AC methods** are considered part of TD methods since the critic is an implementation of the TD(0) algorithm and it is updated following the same rule:

- **Actor**: policy function, produces the action for a given input "current state" $s$ of the environment
- **Critic**: value function, criticizes the actions made by the actor. Input information obtained through sensors (state estimation), and it receives rewards

2.9. RL limitations and Function approximator

In RL the value functions $V(s)$ or $Q(s,a)$ are represented by a state transition table (lookup table), where every state $s$, has an entry $V(s)$ or every state-action pair $(s,a)$ has an entry $Q(s,a)$. When the Markov decision process is large, we will have too many states and actions to store in memory and it is too slow to learn the value of each state individually. For instance, in Computer Go, we use 106 parameters to learn about 10170 positions[11], [12].

Instead of having a lookup table with explicit values for all the (state, action) space, the idea is to use a function approximator like a neural network that will replace this lookup table. Therefore, we will estimate value functions with function approximation $\hat{V}(s,w) = V_w(s)$ or $\hat{Q}(s,a,w) = q_w(s,a)$, where $\pi$ indicate the neural network. The gain is that it allows generalizing from seen states to unseen states and reuse reinforcement learning framework (MC, TD learning,...) to update the weights $w$ [13].

With the breakthrough made in deep learning in computer vision, we won't be only using a Feed-forward neural network to approximate the value functions used in RL, but also a convolutional neural network that allows to get ride off hand-engineered visual features, and directly capture the environment visual state. Optionally, we can also use a recurrent neural network to keep in memory the relevant events during the agent life cycle, which can help to get an optimal experience.

3. Preliminary: Deep Learning

Deep learning is a branch of machine learning based on deep (> 2 hidden layers) and wide (many input/hidden neurons) neural networks, that model high-level abstractions in data, based on an architecture composed of multiple non-linear layers of neurons. Each neuron of the hidden layers performs a linear combination of its inputs and applies a non-linear function (Relu, Softmax, Sigmoid, tanh, ...) to the result, which allows neurons from the next layer to separate classes with a curve (hypercurve/hyperplane) and no more with a simple line (see Fig. 6), thus, hidden layers learn hierarchical features. The deeper the layers, the more complex the learned features are [14].

3.1. Backpropagation and Gradient Descent

Unlike machine learning where features are crafted by hand, with deep learning, features are automatically learned to be optimal for the task. To achieve the process of learning, DL uses cost/loss function like the mean square error $MSE$ or Cross entropy $CE$:

- **MSE Loss**:
\[
L_{MSE} = \sum (target(y) - prediction(\hat{y}))
\]  

- **CE Loss**:
\[
L_{CE} = -\sum [target(y) \cdot \log(precision(\hat{y})]
\]

We use these losses to measure how well the neural network performs to map training examples to correct output (in the classification case), and then tweak his parameters (weights and biases) using backpropagation processes based on gradient descent (GD) optimization methods [15] that finds the minimum error:

- **Batch gradient descent**: calculate gradient for the entire training dataset to update parameters
- **Stochastic gradient descent (SGD)**: calculate the gradients for each training sample $x_i$ of the dataset
- **Mini-batch gradient descent**: tradeoff of the two methods, mini-batch sizes range $\epsilon \in [50, 256]$ (can vary).

3.2. Learning Rate

Learning rate is a hyper-parameter used by GD methods to control the adjustment rate of the network’s weights with respect to the loss gradient. The learning speed is slow when the rate is low, but can diverge when the rate is too high, the most popular learning rates are:

- **Momentum** [16]: accelerates GD convergence in the relevant direction while reducing oscillations, by adding a parameter $\gamma$ (usually 0,9) of the updated vector of the previous step to the current update vector.

\[
V_i = \gamma V_{i-1} + \eta \nabla L(\theta, x_i) \quad \text{and} \quad \theta = \theta - V_i
\]  

where $\theta$ is the vector that represents the network’s parameters and $L$ is the loss function

- **Adagrad** [17]: adapts the learning rate to the parameters, by making larger updates for infrequent parameters (small historical gradients) and smaller updates for frequent ones (bigger historical gradients).

\[
\theta_{t+1,i} = \theta_{t,i} - \frac{\eta}{\sqrt{G_{t,i} + \epsilon}} g_{t,i}
\]

\[
G_{t,i} = \sum_i^t [\nabla_{\theta_i} L(\theta)]^2
\]
**RMSprop** [18] (Root Mean Squared): is an adaptive learning rate method, an extension of Adagrad proposed by Geoffrey Hinton ($\gamma = 0.9$, $\eta = 0.01$)

$$\theta_{t+1} = \theta_t - \frac{\eta}{\sqrt{E[g^2_t]} + \epsilon} g_t,$$

$$E[g^2_t] = \gamma E[g^2_{t-1}] + (1 - \gamma) g_t^2$$ (22)

**Adadelta** [19]: is an improvement of Adagrad that prevent learning rate from convergence to zero with time. It restricts the accumulated past gradients to only a recent time window of fixed size.

$$\theta_{t+1} = \theta_t - \frac{E[\Delta \theta^2_t]}{\sqrt{E[\theta^2_t]} + \epsilon} g_t,$$

$$E[\theta^2_t] = \gamma E[\theta^2_{t-1}] + (1 - \gamma) \Delta \theta^2_t$$ (23)

**Adam** [20] (Adaptive Moment Estimation): computes adaptive learning rates for each parameter. It keeps an exponentially decaying average of past gradients $m_t = \beta_t m_{t-1} + (1 - \beta_t) g_t$, similar to momentum. It stores both exponentially decaying average of past gradients and squared gradients like Adadelta.

$$\theta_{t+1} = \theta_t - \frac{E[\Delta \theta^2_t]}{\sqrt{E[\theta^2_t]} + \epsilon} g_t,$$

$$E[\theta^2_t] = \gamma E[\theta^2_{t-1}] + (1 - \gamma) \Delta \theta^2_t$$ (24)

### 3.3. Hyper-Parameters Optimization

For DL, Hyper-parameters include the number of layers, the size of each layer, nonlinearity functions, weights initialization, decay term, learning rate, loss function, and input batch size. Optimization is done by measuring performance on independent data set and choose the optimal ones that maximize this measure. Most known Optimization algorithms are Grid search, Random search [21], Bayesian optimization [22], Gradient-based optimization [23], Genetic algorithms.

### 3.4. Neural Networks and Overfitting

Neural networks fight overfitting by applying commonly used approaches like validation data, data augmentation or early stopping (during training phase), in addition, it uses two main methods that became widespread:

- Dropout method applied at every forward pass during the training process, by randomly dropping nodes and their connections from hidden or input layers (with the same probability), which prevent the network from becoming sensitive to the weights of nodes and make it more robust.
- Regularization using batch normalization that normalizes the inputs of each layer before applying the activation function, in order to have a mean output activation of zero and standard deviation of one.

#### 3.5. Neural Networks Main Types

In this section, we will give a brief outline of three types of DL used in DRL: feed-forward neural network, convolutional neural network, and recurrent neural network, to introduce thereafter, in the next section, the deep reinforcement learning concepts.

**3.5.1. Feed-forward Neural Network**

A feedforward neural network [24] (Multilayer Perceptron) is a non-linear artificial neural network where the information moves in only one direction, it solves classification problems and is composed of three main parts: the input layer, N hidden layers, and an output layer. Each layer can contain a given number of neurons. Neurons of hidden & output layers use non-linear activation function, to distinguish data that is not linearly separable, for this purpose, we use mainly Relu or sigmoid functions. The learning is carried out through minimization of the loss function, using cross-entropy or mean square error functions. An appropriate decaying learning rate is used to avoid local minima issues and backpropagation of the error to change connection weights using gradient descent algorithm (most of time Stochastic gradient descent or Mini-batch gradient descent) in a way to get the best fit values of those weights that will lead to an optimal error.

**3.5.2. Convolutional Neural Network**

Convolutional neural network (CNN, or ConvNet) [25], [26] is a class of deep feed-forward artificial neural network that has successfully been applied to analyzing visual imagery. CNN is used in supervised learning for classification and object recognition/detection purposes, in unsupervised learning for image compression and image segmentation, and finally as visual features extractor in deep reinforcement learning.

CNN is composed of four basic components:

- **Convolutional layers**: the layer is no more fully connected like in feed-forward nets, instead, it learns $2D$ square-shaped matrix of neurons called filters (or kernels, Eg. 9 neurons for a kernel of $3 \times 3$ pixels), that scans the whole image searching for a pattern (localized feature), by applying effects such as blurring sharpening outlining embossing, etc., to extract visual features. Each neuron of a kernel in the hidden layer will be connected to a small region (Eg. $3 \times 3$ pixels) of the input image (Ex. $200 \times 200$ pixels) given by the previous layer, called the local receptive field. Each kernel leverage these ideas:
  - **2D Convolution**: Convolution is an image processing operation that is a weighted multiplication between the image matrix...
representation $i$ with the kernel’s matrix (filter $k$ of size $N_k \times N_k$) to extract visual features from the image, by generating an output image $i_{\text{conv}}$ called feature map:

$$i_{\text{conv}}(x, y) = \sum_{x_1=0}^{N_k} \sum_{y_1=0}^{N_k} i(x-x_1, y-y_1) * k(x_1, y_1)$$  \hspace{1cm} (25)

Two additional parameters for 2D convolution:

- **Zero Padding**: Put zeros on the image border to allow the convolutional output size to be the same as the input size image.
- **Strides**: How many pixels the kernel window will slide at each step while scanning the image.

Two additional parameters for 2D convolution:

- **Zero Padding**: Put zeros on the image border to allow the convolutional output size to be the same as the input size image.
- **Strides**: How many pixels the kernel window will slide at each step while scanning the image.

$$i_{\text{max-pool}}(x, y) = \max_{(x,y) \in \text{region N}\times N} i(x, y)$$  \hspace{1cm} (26)

No learning takes place on the pooling layers. With back-propagation, only convolutional layers are concerned and we do not use pooling when we want to “learn” some object specific positions like in reinforcement learning.

- **Fully connected layer**: is a normal feed-forward network layer that makes the connection between each input dimension (pixel location) and each output class, mixes signals received from feature learning layers and decides on classification based on the whole image.

- **Normalization layer**: apply batch normalization [27] on input and hidden layers to rescale the input data $\hat{x} = \frac{x - E(x)}{\sqrt{\text{Var}(x)}}$, which helps to avoid vanishing/exploding gradient descent problem and have deeper a network.

### 3.5.3. CNN Improvements and CapsNet

The first functional Conv net was LeNet [28] implemented by Yann Lecun in 2006. Then came the AlexNet [29] in 2012 a deeper and much wider version (5 Convolutional + 3 Maxpooling + 3 Fully-connected) of the LeNet, which integrate RELU (Rectified Linear Unit) activation function and Reduce the over-fitting, by using a Dropout layer after every FC layer. In 2014 VGGNET [30] adapts more layers (16 Convolutional + 5 Maxpooling + 3 Fully-connected) and lower dimension for convolution filters are 3×3 (instead of the 9×9 or 11×11 filters for AlexNet).

In the same year, Google came out with GoogLeNet (22 Convolutional layers) [31], which reuses 1x1 convolutions, introduced by NiN [32] to perform dimensionality reduction, and bring in the new concept of inception module (see Fig. 8), which allow CNN network to use many kernels dimensions (5×5, 3×3, 1×1).
... and pooling methods in the same layer and choosing itself the best filter through backpropagation process.

In 2015, ResNets [33] launched by Microsoft allows deeper neural networks (152 convolutional layers) by adding identity connections to the traditional neural network, every two convolutional layers. The layers can start as the identity function and gradually transform to be more complex and more efficient.

Even if CNN has made a great breakthrough in the computer vision domain, some drawbacks remain:

- Orientation and relative spatial relationships between hierarchical features are not important, for example, the two representations below are both faces.
- Pooling layers don’t have learnable parameters that learn how to pool in a dynamic way, that predict which low-level features (ex. nose, eyes, mouth) would be routed to the higher level features (ex. face).
- Training needs a large amount of data to reach an acceptable accuracy.

Capsule network [35] came as a solution to solve these problems with an architecture composed from an Encoder (1 Conv + 2 Capsule layers) and decoder (3 FC), and the use of two principles:

- **Activity vector & Equivariance**: neuron are replaced by capsules (a group of neurons) and activity vector for object detection with additional equivariant features (orientation, lighting, ...). Changes in object position lead to changes in the orientation, without any change in vector length and probability.
- **Dynamic routing**: It replaces max pooling by adding an intermediate level a weight matrix \( W_{ij} \) that learns how to pool using dynamic routing of the capsule of layer N to the appropriate parent in the layer N+1, and encodes the relationship between the input features \( x_i \) to get their predicted position relative to each other. The higher level capsules combine objects parts and encode their relative positions, so an object can be accurately detected not only from the presence of the parts but also their right locations.

![Fig. 9. The two figures are the same for CNN](image)

3.5.4. Recurrent Neural Network

RNN is a deep network that extracts temporal features while processing sequences of inputs like text, audio or video. It’s used when we need history/context to be able to provide the output based on previous inputs, like for video tracking, Image captioning, Speech-to-text, Translation, Stock forecasting, etc.

RNN neuron uses its internal memory to maintain information about the previous inputs and update the hidden states accordingly, which allows them to make predictions for every element of a sequence.

RNN maintain a state vector \( s_t = g(x_t, s_{t-1}, x_{t-2}, ..., x_2; x_1) \) that contains data features with the history of all previous input sequences.

RNN can be converted into a feedforward network by unfolding it over the time to many layers that share the same weights \( W \):

\[
    s_t = \sigma(Ux_t + Ws_{t-1}) \quad \text{and} \quad o = g(Vs_t)
\]

![Fig. 10. RNN Cell unfolded](image)

RNNs can learn to use the past information when the context is small, as that gap grows, RNNs become unable to learn to connect the information, due to Vanishing and Exploding gradient problem.

LSTM (LONG SHORT-TERM MEMORY) [36], [37] is a variant of RNN, that came with a solution, by replacing simple RNN node by a complex cell composed of 4 layers, which allow to remove or add information to the cell state, judiciously regulated by three gates that conditionally decides what information to keep, what information to update, and what information to throw away:

- **Input Gate**: selectively update cell state values by adding information about the new input.
- **Forget gate**: forget irrelevant parts of previous states, depending on the relevance of the stored information.
- **Output Gate**: select information from the current cell state and show it out.

![Fig. 11. RNN Cell vs LSTM Cell](image)

3.5.5. Transfer Learning for Deep Learning

Transfer learning [38], [39] (TL) is the ability of a system to apply knowledge and skills learned in previous tasks to novel tasks in new domains. In DL, we reuse pre-trained models as a starting initialization for
new models to speed up training phase, which become a tuning phase where the new model is refined on the input-output pair data available for the new task.

The TL process tends to work if the features are general and both original and target tasks are not too far. For CNN, in case training data of the new model is similar to pre-trained model data, so all CNN Layers are fixed and only the FC layers are trained, otherwise, only lower CNN Layers that contain basic features are fixed and higher CNN layers and FC layers are trained on the new model dataset.

3.6. Deep Learning Challenges

Even if Deep Learning has made great steps, it always requires large dataset, hence long training period and big clusters of CPUs and GPUs (graphics processing units). Moreover, the learned features are often difficult to understand. In addition, we have to pay attention to overfitting, notably, when the number of parameters greatly exceeds the number of independent observations. Finally, DL is sensitive to what we call adversarial attacks, when small variations in the input data, leads to radically different outcomes, causing a lack of robustness and making them unstable.

4. Deep Reinforcement Learning: Literature Review

As seen in paragraph III, traditional reinforcement learning use lookup table to store states and actions, which is too slow, since it learns the value of each state individually, and it is memory consuming, especially when we deal with large or infinite problems, and this is due to what Richard Bellman called the curse of dimensionality. The solution is to estimate value function using differentiable function approximators, trained using reinforcement learning algorithm.

By leveraging deep learning algorithms, especially, convolutional neural networks, it became possible for RL algorithm not only act but to be totally autonomous and learn to see and act, a new technology is born called Deep Reinforcement Learning (DRL) (see DL, RL and DRL Timeline Fig. 12).

We have three main types of DRL algorithms:

- **Value optimization:** the algorithm optimizes the Value function $V$ or $Q$, or the advantage function $A$.
- **Policy optimization:** the algorithm optimizes the policy directly function $\pi(\theta)$ representing the neural network.
- **Actor-critic** incorporates the advantages of each of the above, by learning value function with Implicit policy:
  - **Policy gradient** component “Actor” which calculates policy gradients
  - **Value function** component “Critic” that observes the performance of the actor and decides when the policy needs to be updated and which action should be preferred

In the following section, we will have an outline on the Value optimization and Actor-critic algorithms (see Fig. 13), and try to understand their mechanisms and functioning.

4.1. Value Optimization Algorithms

4.1.1. Deep Q-Learning (DQN in detail)

Deep Q Learning [4] is the first application of Q-learning to deep learning, performed by Google DeepMind in 2015, it succeeded to play 2600 Atari games at expert human level. DQN is a concentrate of technologies that uses many tips and tricks:

- **Tricky Architecture network:** in the standard Q-learning algorithm, the input is composed of the state $s$ and the action $a$, which will require a separate forward pass to compute $Q$-value $Q(a_i)$ of each action $a_i$. Instead, we will use the state $s$ as the only input, with as many outputs as possible actions $a_i$. Therefore, the network will generate a $Q$-value probability for each available action, immediately with a single forward pass.

- **The neural network as a function approximator:** three convolutional layers to detect visual features and to learn a hierarchical representation of the state space + two fully connected layers to estimate $Q$ values from images, pooling layers is not used in DQN because we want CNN to be sensitive to the location of objects in the image.

- **3D convolution:** process a 2D convolution of the four frames of the input, then average them all.

- **Frame skipping:** as an initial input we have a video stream of 30 screenshots/s $210 \times 160 \times 3$ pixels of 128 colors, which we crop, shrink and turn into greyscale to have $84 \times 84$. But, processing all the 30 image/s of the video stream is not really relevant and also needs more computation and time, so the trick is to take only 2 consecutive frames frame of each N frame and skip the others, and for these 2
frames we apply the component-wise maximum function to get 1 frame: $F_{\text{max}}(i,j) = \max(Fr1(i,j), Fr2(i,j))$

\begin{equation}
\theta \leftarrow \tau \theta + (1 - \tau) \theta' \quad \text{with} \quad \tau
\end{equation}

Rather than directly copying weights, Target network weights slowly track the learned networks: [41], rather than directly copying weights, Target network has been applied by using "soft" target updates more stability to the DQN. An improvement of this up-are copied to the target network, which provides every $T$ steps the function approximator but with fixed weights, but shifting constantly the set of values backpropagation that changes the network's weights, but shifting constantly the set of values to adjust the network will destabilize it, which will fall into feedback loops between the target and estimated Q-values. The idea is to use a separate network to estimate the target-Q values that will be used to compute the loss for every action:

\begin{equation}
Q(S_t, A_t) \leftarrow Q(S_t, A_t) + \alpha (R_{t+1} + 
\gamma \max_a \{Q(S_{t+1}, a) - Q(S_t, A_t)\})
\end{equation}

\begin{equation}
L_{\text{MSE}} = \frac{1}{2} (R_{t+1} + \gamma \max_a \{Q(S_{t+1}, a) - Q(S_t, A_t)\})^2 \quad (28)
\end{equation}

This target network has the same architecture as the function approximator but with fixed weights, every $T$ steps (ex. 1000), weights from the Q network are copied to the target network, which provides more stability to the DQN. An improvement of this update has been applied by using "soft" target updates [41], rather than directly copying weights, Target network weights slowly track the learned networks: $\theta \leftarrow \tau \theta + (1 - \tau) \theta'$ with $\tau \ll 1$.

**Action Repetition:** define the granularity at which agents can control gameplay, by repeatedly executing a chosen action $A$ for a fixed number of time steps $k$ (instead of every frame), the last action is repeated on skipped frames. Computing the action once every $k$ time steps and hence operate at higher speeds, thus achieving real-time performance. Two modes can be used, Static frame skip rate where Action output from the network is repeated for a fixed number of frames regardless of the current state, and Dynamic Frame skip which is an improvement [42] of the first mode which makes the frame skip rate a dynamic learnable parameter, choose the number of times an action is to be repeated based on the current state.

**Clipping Rewards $[-1, 1]$:** due to the high variance of score from game to game in ATARI, all positive rewards are fixed to 1 and all negative rewards to $-1$, leaving $0$ rewards unchanged, this technic limits the scale of the error derivatives and makes it easier to use the same learning rate across multiple games, but the major drawback is that Agent doesn’t differentiate between rewards of different magnitude.

**Experience replay:** DQN suffers from 2 main problems, the first is that in online learning, data are not i.i.d, samples frames arrive in the order, so they are highly correlated, which leads the network to overfitting and failure to generalize properly, the second concern Catastrophic interference [43] where Neural Network abruptly forgets what was previously learned when learning new things. To address those issues, instead of learning online, by updating Network from the last transition, we store agent experience $(s_t, a_t, r_t, s_{t+1})$ in replay memory $D$, then we train our network on random mini-batch of transitions $(s, a, r, s')$ as input, which are sampled from the replay memory $D$. Experience replay break Similarity of subsequent training samples that might drive the network into a local minimum and solves the challenge of ‘data correlation’ and ‘non-stationary data distributions.

**No-ops vs human starts:** two modes are possible to initialize and populate the Experience replay memory: First, we have the no-ops mode, where actions are provided randomly at the beginning, until the Memory Replay is full enough to sample from it, and second, we have the human start mode, where actions are provided by a human user at the beginning (an expert), until the Memory Replay is full enough to sample from it. This last mode gives the network a more efficient initialization that helps to accelerate learning.

**Actions Selection:** for Exploration vs Exploitation dilemma, DQN uses $\varepsilon$-greedy Approach which forces the non-greedy actions to be tried (exploration) with no preference for nearly greedy or particularly uncertain ones (chooses equally among all actions). $\varepsilon$ is the probability of exploration (typically 5 or 10%). Most of the times $\varepsilon$ decay through time, example: $\varepsilon = \varepsilon_{\text{max}} + (\varepsilon_{\text{max}} - \varepsilon_{\text{min}}) e^{-\lambda t}$, where $\lambda$ controls the speed of decay.

\[\text{Fig. 14. image processing of the input video, before feeding the DQN}\]

**Phi length parameter:** to help the network to Detect the motion and catch speed information, we stack a number of frames “Phi length” of a history to produce the input of the DQN network, most of time Phi length = 4 or 5.

**Target Network** (see Fig. 15): at every training step, the DQN’s values must shift due to backpropagation that changes the network’s weights, but shifting constantly the set of values to adjust the network will destabilize it, which will fall into feedback loops between the target and estimated Q-values. The idea is to use a separate network to estimate the target-Q values that will be used to compute the loss for every action:

\[Q(S, A) \leftarrow Q(S, A) + \alpha (R_{t+1} + \gamma \max_a \{Q(S_{t+1}, a) - Q(S, A)\})\]

\[L_{\text{MSE}} = \frac{1}{2} (R_{t+1} + \gamma \max_a \{Q(S_{t+1}, a) - Q(S, A)\})^2 \quad (28)\]

This target network has the same architecture as the function approximator but with fixed weights, every $T$ steps (ex. 1000), weights from the Q network are copied to the target network, which provides more stability to the DQN. An improvement of this update has been applied by using “soft” target updates [41], rather than directly copying weights, Target network weights slowly track the learned networks: $\theta \leftarrow \tau \theta + (1 - \tau) \theta'$ with $\tau \ll 1$.

\[\varepsilon = \varepsilon_{\text{max}} + (\varepsilon_{\text{max}} - \varepsilon_{\text{min}}) e^{-\lambda t}, \quad \text{where} \quad \lambda \text{ controls the speed of decay.}\]
4.1.2. GORILA

**GoRiLa** [44] is a General Reinforcement Learning architecture and a massively distributed and parallelized version of the DQN algorithm, achieved by introducing parallelization along three axes:

- **Actors**: GoRiLa supports \( N_{\text{act}} \) actors operating in parallel on \( N_{\text{act}} \) instantiations of the same environment. Each actor's experience can be stored in local/global memory.
- **Learners**: GoRiLa supports \( N_{\text{learn}} \) concurrent learners sample experience from the local or global store. Learners apply RL (DQN) to a replica of Q-network to generate gradient \( g_i \) that updates master Q-net.
- **Parameter server**: \( N_{\text{param}} \) master nodes Servers maintain a distributed Q-net(\( \theta \)) splitted across the \( N_{\text{param}} \) servers, they receive learner’s gradient & applies appropriate updates to the subset of \( \theta \) and periodically sends an updated copy of the Q-net to each learner.

4.1.3. Deep Recurrent Q-Network (DQRN)

**DQRN** [45]: A DQN agent can only see its closest area. by augmenting DQN with Recurrent neural nets and replacing DQN’s last fully connected layer with recurrent LSTM layer of the same dimension, DQRN agent remembers the bigger picture and where things are, in fact, LSTM provides a selective memory of past game states allowing to improve the agent experience and efficiency. With this LSTM layer, the agent receives only one frame at once from the environment, and thanks to the hidden state of the LSTM, it can change its output depending on the temporal pattern of observations it receives.

4.1.4. Double DQN

**Double DQN** [46]: Being very noisy, DQN tends to overestimate action values as the training progresses. Due to the max term in the Bellman equation, the highest positive error is selected and this value is subsequently propagated further to other states. To overcome this issue, Double DQN uses two function approximators, Network QA and Network QB, one for selecting the best action and the other for calculating the value of this action; the two networks are symmetrically updated by switching their roles after each training step of the algorithm (see Fig. 16). By decoupling the maximizing action from its value, we can eliminate the maximization bias.

![Fig. 16. Double DQN use 2 Networks QA and QB that switch their roles after each training step](image)

4.1.5. Prioritized Experience Replay (PER)

**PER** [47]: Neuroscience has shown that the brain “replays” the past experience during awake resting or sleep, and more frequently sequences which are linked to the reward and to unexpected transitions that have largest TD-error which have the highest opportunity of learning progress. PER increase the replay probability of transitions with the highest [TD-errs], by changing the sampling distribution, and then store experience in priority queue ranked using the criterion TD-error.

4.1.6. Dueling DQN

**Dueling DQN** [48]: the goal is to produce separate estimations of state value \( V(s) \) which shows how good it is to be in any given state and advantage \( A(s,a) \), which shows much better it is, taking a certain action \( a \) in a state \( s \), than was expected on average (see Fig. 17). To achieve it, we use a single Q-net with 2 streams V and A (see Fig. 18). This decomposition allows a more robust estimate of state value by decoupling it from the necessity of being attached to specific actions. Dueling reuse also the Double DQN and PER principles.

![Fig. 17. The relation between the Action-value \( Q(s,a) \), the state value \( V(s) \) and the Advantage \( A(s,a) \)](image)

4.1.7. Noisy Nets for Exploration

**Noisy Nets for Exploration** [49]: for tackling Exploration/Exploitation dilemma in RL, there are two most commonly used ways, either we introduce a decaying randomness in the choice of the action (ex. Epsilon greedy), or we punish our model for being too certain in its actions (ex. Softmax with temperature parameter \( \tau \)). This 2 methods have their drawbacks, since they need to be adjusted to the environment and don’t take into account the current situation agent is experiencing. **Noisy Nets** came with a 3rd approach, by introducing a Gaussian noise function \((\sigma,\mu)\) that perturbs the last (fully-connected) layers of the network, with 2 ways:

- **Independent Gaussian Noise**: every weight of noisy layer is independent and has its own \( \mu \) and \( \sigma \), learned by the model.
- **Factorised Gaussian Noise**: we multiply 2 noise vectors, which respectively have the length of the input and output of the noisy layer; the result is used as a random matrix, which is added to the weights.

![Fig. 18. Dueling DQN architecture](image)
4.1.8. Rainbow

**RAINBOW** [50] is made by combining the following improvements in Deep Reinforcement Learning, Double Q-learning, Prioritized replay, Dueling networks, Multi-step learning, Distributional RL and Noisy Nets. A ranking based on the degree of influence that has been made, by removing elements one by one from Rainbow. Experience shows that Prioritized replay and multi-step learning were the two most crucial components of Rainbow. Removing either component caused a large drop in performance. Then comes, the distributional Q-learning ranked immediately below, but have no influence on early learning stage. In the third place, we have Noisy nets and dueling network and double Q-learning that haven’t much significant impact on the whole model.

Prioritized replay > Multistep >> Distributional >> Noisy Nets >> dueling net > double DQN

4.2. Policy Optimization Algorithms (Actor-Critic)

Policy optimization is RL techniques that aim to optimize a parameterized policies \(\pi(\theta)\), represented by a neural network, with respect to the expected return by using 1st or 2nd order optimization methods.

For Neural networks, gradient descent methods applied to the loss function, based on first order approximation, and used to update weights through backpropagation, reached their limits in term of performance. Optimization methods using Newton methods with second-order Taylor polynomial as a better approximation of the loss function and adopting various approximation of the Hessian H are explored as an alternative for more improvements (28):

\[
\mathcal{U}(\theta, \delta) = \frac{1}{2} \delta^T B(\theta) \delta + \nabla \mathcal{U}(\theta) \delta + \mathcal{U}(\theta)
\]

(28)

where \(B\) is an approximation of the hessian.

However, the calculation of the Hessian approximation (Generalized Gauss-Newton matrix, Fisher information matrix, Hessian-free, ...) remain complex and time-consuming, especially for high dimension space environment.

The use of second-order optimizers like with Natural gradient descent algorithm, significantly reduces the number of iterations, with the high-quality curvature matrices, it passes from ~102 iterations, instead of 104 iterations with SGD (stochastic gradient descent).

In the following section, we will have an overview of seven algorithms, of which five are first order: A3C, UNREAL, DDPG, PPO and ACER and two are second order: TRPO and ACKTR.

4.2.1. Advantage Asynchronous Actor-Critic Agents (A3C)

**Advantage Asynchronous Actor-Critic Agents (A3C)** [51] is a DRL algorithm that relies on the following principles:

- **Asynchronous**: by reusing Gorila parallelization and running multiple agents in parallel (see Fig. 19), each with its own copy of the environment, so their experiences are diverse, independent and not correlated, as result, we don’t need experience replay memory anymore.

- **Generalized Advantage Estimation GAE** [52]: by reusing Duel DQN principal, since we won’t be determining the Q values directly in A3C, we use the discounted returns \(R\) as an estimate of \(Q(s,a)\) to allow us to generate an estimate of the advantage:

\[
R = r + \gamma V(s') - V(s)
\]

and using GAE to reduce variance, by taking exponentially weighted average \(\lambda\):

\[
\hat{A}^{(n)}(s) = \sum_{k=0}^{n} \gamma^k r_{t+k} + \gamma^n V(s_{t+n}) - V(s_t)
\]

\[
\hat{A}^{(1)} + \lambda \hat{A}^{(2)} + \lambda^2 \hat{A}^{(3)} + ... = \delta_t + \gamma \hat{A}^{(t)}
\]

(29)

**Exploration**: \(H\) is the entropy of the policy \(\pi\) is used as a mean of to improving exploration, by encouraging the model to be conservative regarding its sureness of the correct action:

\[
\mathcal{H}_{\text{entropy}}(\pi) = -\Sigma p(x) \log(p(x))
\]

\(H\) is the entropy of the policy \(\pi\), which reflect the spread of action probabilities, the entropy will be high when we have similar probabilities, and will be low when we have a single action with a large probability.

**Actor-critic**: Each agent is sharing two networks: the **Critic Net** evaluates the present states using the value function \(V(s)\), while the **Actor Net** evaluates the possible values in the present state to make decisions using \(\pi(s)\). The global loss includes 2 parts: the value loss related to the predictions of the critic and the policy loss (which include H entropy) related to the predictions of the actor. The policy loss then combine the 2 loss in the Global Loss, with \(L_{\text{value}}\) is set to 50% to make policy learning faster than value learning:

\[
\mathcal{H}_{\text{entropy}}(\pi) = \Sigma p(x) \log(p(x))
\]

\[
L_{\text{value}} = \Sigma (R - V(s))^2
\]

\[
L_{\text{policy}} = -\log(p(a|s)) * A(s) - \beta \mathcal{H}(\pi)
\]

\[
L_{\text{global}} = \frac{1}{2} L_{\text{value}} - L_{\text{policy}} = 0.5 * \Sigma (R - V(s))^2 - \log(p(a|s)) * A(s) - \beta \mathcal{H}(\pi)
\]

(30)

These two losses will be backpropogated into the neural network, and then reduced with an optimizer through stochastic gradient descent.
4.2.2. Unsupervised Reinforcement and Auxiliary Learning (UNREAL)

UNSUPERVISED Reinforcement and AUXILIARY Learning (UNREAL) [53]: the idea is to augment the on-policy A3C with off-policy auxiliary tasks to learn a better representation without influencing directly the main policy control. These tasks share the same network parameters [CNN, FC, LSTM], but with different outputs.

The network is composed of 4 modules of which A3C is the main one:

- **A3C Module**: is the main on-policy module that feeds the Experience replay memory, from which the auxiliary tasks get their inputs.

- **Pixel Control Module**: it learns how your actions affect what you will see rather than just prediction, to change different parts of the screen, and how to control the environment. It’s based on the idea that changes in the perceptual stream often correspond to important events in an environment. Auxiliary policies Qaux produced using Deconvolutional [54] neural network (which was used first for image segmentation), are trained to maximize the change in pixel intensity of different regions of input. Auxiliary control loss $L_{PC} = \sum c L^{(c)}_{Q}$.

- **Reward Prediction Module**: learn to predict future reward based on rewarding histories. Auxiliary reward prediction loss $L_{RP}$ is optimized from rebalanced replay data.

- **Value Function Replay**: predicts the n-step return from the current state to promote faster value iteration. Replayed value loss $L_{VR}$ is optimized from replayed data. A global loss function:

$$L_{UNREAL} = L_{A3C} + \lambda_{VR} L_{VR} + \lambda_{PC} L_{PC} + \lambda_{RP} L_{RP} \quad (30)$$

With $\lambda_{VR}, \lambda_{PC}, \lambda_{RP}$ are weighting terms on the individual loss components.

4.2.4. ACER (Actor-Critic with Experience Replay)

ACER [55]: is a model-free, off-policy, Asynchronous multi-agent, continuous control algorithm with actor-critic architecture. It is the off-policy counterpart of the A3C, with the addition of Experience replay memory. ACER uses the Retrace($\lambda$) [56], which is an off-policy, Multi-step, value-based RL algorithm that reweights samples with a truncated importance sampling coefficient $C_i = \lambda \min \left\{ \frac{1}{\pi(a_t | x_t)}, \frac{1}{\mu(a_t | x_t)} \right\}$ to estimate $Q_\pi$, and thus, ensure low variance and safe efficient updates:

$$Q_{\pi + 1}(x,a) = Q_{\pi}(x,a) + \alpha_i \sum_{t = 0}^{\infty} \gamma^t \prod_{s \leq t} \lambda \min \left\{ \frac{1}{\pi(a_t | x_t)}, \frac{1}{\mu(a_t | x_t)} \right\} \left( r_t + \gamma E_s \left(Q_{\pi}(x_{t+1},.) \right) - Q_{\pi}(x_t,a_t) \right) \quad (31)$$

4.2.5. TRPO (Trust Region Policy Optimization)

TRPO [57] is a model-free, on-policy, continuous control algorithm that works for both discrete and continuous action space with actor-critic architecture. TRPO doesn’t support including noise (e.g. dropout) or parameter sharing (between policy and value function, or auxiliary tasks). TRPO use natural gradient algorithm [58] to choose automatically the right step to apply for updating the policy network, which was done manually in DDPG.

TRPO uses an objective function $\eta(\pi_\theta) = \eta(\pi_\theta \| \mu_\phi) + E_{\pi_\theta, \pi_{\phi}} \sum_t \gamma^t A_{\pi_\theta}(s_t, a_t)$, which is the expected return of policy $\pi$ in terms of the advantage $A_\pi$ over the old policy $\mu$, and with MM algorithm principle, TRPO create and try to maximize a surrogate function $L(\pi)$ which is a local first order approximation of $\eta(\pi_\theta)$.
with an importance sampling term $\pi_d(s|a)$ to reduce variance.

The objective function is optimized when the surrogate function is optimized.

$$U(\pi_d) = E_{s,a} \left[ \frac{\pi_d(s|a)}{\pi_{old}(s|a)} A_{new}^\pi(s|a) \right]$$

$$\nabla_\theta U(\pi_d)|_{\theta_{old}} = \nabla_\theta \varphi(\pi_d)|_{\theta_{old}}$$  (32)

Maximize $L(\pi_d)$ under:

$$KL(\pi_{new}, \pi_d) = \sum \pi_{new}(\theta) \log \left( \frac{\pi_{new}(\theta)}{\pi_d(\theta)} \right) \leq \delta$$  (33)

So that the approximation remains valid and also avoid dramatic decrease in performance due to large changes from the previous policy, TRPO limits the size of the update step of the policy network’s parameters, by applying KL divergence constraint, that measures the average distance between output distribution of the old policy network $\pi_{old}$ and new policy network $\pi_d$. KL constrain keep the step size within a “trust region” defined by $\delta$, and allows modifying network parameters unequally, each one changes according to how much it affects the net output distribution regarding the KL constrain. So, KL divergence between the two networks will be as high as the difference between the outputs probabilities.

Maximize $L(\pi_d)$ under $D_{KL}(\pi_{new}, \pi_d)$

$$\sum \pi_{new}(\theta) \log \left( \frac{\pi_{new}(\theta)}{\pi_d(\theta)} \right) \leq \delta$$  (34)

By using the 2nd order Taylor series approximation for the KL divergence: $D_{KL}(\pi_{new}, \pi_d) \approx \frac{1}{2} \Delta \theta^T F \Delta \theta$, with $F$, is the fisher information matrix (FIM) as the Hessian, and the 1st order Taylor series of $L(\pi_d)$ is $U(\theta) \approx L(\theta_{old}) + (\theta - \theta_{old})^T \nabla L(\theta_{old})$. So we have a constrained problem to optimize, and then we turning it to an unconstrained one using Lagrangian multipliers method:

$$L(\theta_{old}) + (\theta - \theta_{old})^T \nabla L(\theta_{old}) \text{ and }$$

$$\frac{1}{2} (\theta - \theta_{old})^T F (\theta - \theta_{old}) \leq \delta$$

$$L(\theta) + (\theta - \theta_{old})^T \nabla L(\theta) + \frac{1}{2} \lambda (\theta - \theta_{old})^T F (\theta - \theta_{old})$$  (35)

To minimize the quadratic function, we use conjugate gradient algorithm (CG) that allows to approximately solve the equation without forming the full FIM matrix, followed by a line search.

$$\nabla L(\theta) + \lambda F \Delta \theta = 0 \Rightarrow \Delta \theta = \frac{1}{\lambda} F (\theta_{old})^{-1} \nabla L(\theta_{old})$$

$$\theta_{new} = \theta_{old} + \frac{1}{\lambda} F (\theta_{old})^{-1} \nabla L(\theta_{old})$$  (36)

TRPO resolved the step size problem but suffers from its extremely complicated computation and implementation, especially with FIM and CG.

4.2.6. PPO & PPO2 (Proximal Policy Optimization)

PPO & PPO2 [59] get rid of the computations in TRPO created by KL divergence constraint during the optimization process, as it proposes a new surrogate objective function $L^{clip}(\theta)$ by clipping the probability ratio $r(\theta)$, which removes the incentive for moving $r$, outside of the interval $[1-\epsilon, 1+\epsilon]$, it modifies TRPO’s objective function by adding a penalty that sanction large policy updates:

$$L^{clip}(\theta) = E_i \left[ \min \{ r(\theta)\hat{A}i, clip(r(\theta), 1-\epsilon, 1+\epsilon)\hat{A}i \} \right]$$

with $r_{\epsilon} = \pi(a_i|s_i) / \pi_{old}(a_i|s_i)$  (37)

PPO switch between sampling data from the policy and performing several epochs of optimization on the sampled data, while optimizing the policy.

PPO2 is the GPU-enabled implementation of PPO that runs roughly 3X faster than the original version of PPO.

4.2.7. ACKTR (Kronecker-Factored Approximation)

ACKTR [60] uses Natural gradient with K-FAC applied on the whole network (convolution layers and fully connected layers) [61], [62], which is a sophisticated approximation to the Fisher information matrix used in TRPO, to optimize both the actor and the critic. Combined with A2C architecture, where the two networks, Actor and Critic, share lower-layer representations but have distinct output layers to avoid instability during the training.

- **Actor**: use natural gradient with KL divergence constrain to update the network within a trusted region, adopting the same approach of TRPO with Fisher matrix, conjugate gradient, and line search. The K-FAC.

- **Critic**: least-squares loss using Gauss-Newton second-order approximation, the Gauss-Newton matrix $G = E[JTJ]$ where $J$ is the Jacobian of the loss, is a positive semi-definite approximation of the Hessian and is equivalent to the Fisher matrix which allows applying K-FAC to the critic as well. A correction is used for the inaccuracies of the local quadratic approximation of the objective, by adding $(\lambda + \eta)I$ a Tikhonov damping term to the curvature matrix $FIM$, before multiplying $\nabla L$ by its inverse, which corresponds to imposing a spherical trust-region on the update.

Be a hidden layer $k$: $s_i = W_{h,k}^l a_i$ and $a_i = f_{act}(s)$ fisher matrix for this layer under the approximation that activations and derivative are independent:
4.3. DRL challenges

4.3.1. Credit assignment & Feedback Sparsity

Reinforcement learning gives good results in many use cases and applications, but it often fails in areas where the feedback is sparse.

Conceiving a reward function is a delicate task and generally, sparse discrete reward function is easier to define (e.g. get +1 if you win the game, else 0). However, sparse rewards also slow down learning, since the agent needs to take many actions before getting any reward, which is known as the credit assignment problem.

To speed up reinforcement learning algorithms and avoid spending a lot of time in areas, that likely won’t help agent to achieve the assigned goal, it is usually mandatory to craft a continuous reward function, by shaping it smartly, depending on the environment and the goal to reach. Instead of having a sparse step function, we have a smooth continuous gradient function, which gives the agent information about the closeness to the goal.

Reward shaping is done by replacing the original reward function $R$ of an MDP $M=(S, A, P, γ, R)$ by $R'$ of transformed MDP $M'=(S, A, P, γ, R')$, where $R'=R+F$ with function $F(s,a,s')$: $S\times A\times S \rightarrow [R$. To determine the right shape of the reward function $F(s,a,s')$, there are two relevant methods:

- Craft function reward manually [63], [64] like in Robotic, where $F$ become usually, a function of distance and time.
- Use inverse reinforcement learning [65] by deriving a reward function (and the goals to achieve) from observed expert behavior (like using imitation learning to find the right policy) as in supervised learning (see Fig. 22).

![Fig. 22. Inverse reinforcement learning process](https://example.com/image)

Shaping reward must take into account the fact that positive rewards encourage to keep going to accumulate reward and avoid terminals unless they yield very high reward, while negative rewards push the agent to reach a terminal state as soon as possible to avoid accumulating penalties. If the staged reward function is becoming large and complex, this is a good sign you should consider using concept networks instead.

4.3.2. Slow learning

DRL has well-performed in ATARI games and other real world tasks, but the pace of learning remain very slow, for instance, humans after 15 minutes tend to outperform DDQN after 115 hours. Many attempts has been made and are still made to bridge this gap, like the one-shot imitation learning [66], [67], whose goal is to learn in supervised mode, from very few demonstrations of any given task, and to be able to generalize to new situations of the same task, by learning to embed a higher-level representation of the goal without using absolute task and use transfer learning to communicate the higher level task, without retraining the model from scratch, another attempt has been made using Model-Agnostic Meta-Learning [68] where the agent called meta-learner trains the model or learner on a training set of large number of different tasks, so as to learn the common features representations of all the tasks, then, for a new task, the model with its prior experience provided by a good initialization (weights transfer) of its parameters, will be fine-tuned using the small amount of the new training data brought by that task with fewer number of gradient steps while avoiding overfitting that may happen when using a small dataset.

4.3.3. Complex Task

An important issue in RL is the learning ability to solve complex tasks, the main approach is using the principle of “divide and conquer”, by using meta-learning principle, the goal is decomposed to a long chain of sub-goals, and learns to accomplish those sub-goals and recompose them, to define the overall solution. Many solutions have been proposed in that sense like:
• Hierarchical Deep Reinforcement Learning [69] or H-DQN where meta-controller learns the optimal goal policy and provides it to the controller that learns the optimal action policy or sub-policy. The meta-controller works at a slower pace than the controller and receives external feedback from the environment and provides incremental feedback for the controller.

• Concept network [70] where concepts are distinct aspects of a task that can be trained separately, and then combined using a selector concept (or meta-controller) to compose the complete solution.

4.3.4. Generalization and Meta-Learning

Current AI systems excel at mastering a single skill with lower versatility level, the challenge is to generalize over unseen instructions and over longer sequences of instructions. For the last two years, a lot of research has been made on the meta-learning topic, whose goal is to make a model that better generalize. In optimization, we have the example of DeepArchitect [71] that allow to automatically choose the architecture and hyperparameters for complex spaces, in meta-learning we have the deep meta-reinforcement learning (RL²) that has been developed independently by Deepmind [72] and Openai [73], whose key ingredient in a Meta-RL system is a Recurrent Neural Network (RNN). The RNN-based agent is trained in supervised mode, to learn meta-policy that allows to exploit the structure of the problem dynamically and learn to solve new problems without retraining the model, but only by adjusting its hidden state instead of using backpropagation.

4.3.5. Variance & Biases Trade-off

In traditional supervised learning we have:

• **Biased** model generalizes well, but doesn’t fit the data perfectly (under-fitting)

• **High-variance** model fits the training data perfectly but doesn’t generalize well for new data (overfitting)

In RL, bias and variance measures show how close the reinforcement signal sticks to the true reward structure of the environment:

• **Bias:** refers to good stability with inaccuracy for the value estimate.

• **Variance:** refers to good accuracy with instability (noisy) for the value estimate.

Assigning credit to an RL agent acting in an environment can be done with different approaches, each with different amounts of variance or bias, for example:

• **High-Variance Monte-Carlo Estimate:** policies we are learning are stochastic because of a certain level of noise. This stochasticity leads to variance in the rewards received in any given trajectory.

• **High-Bias Temporal Difference Estimate:** By relying on a value estimate instead of a Monte-Carlo rollout the stochasticity in the reward signal is reduced since the value estimate is relatively stable over time. However, we fall in another issue since the signal became biased, due to the fact that our estimate is never completely accurate. In addition, for DQN, Q-estimates are computed using the target network which is an old copy of the network, providing an older Q-estimates, with a very specific kind of bias.

There is a number of approaches that attempt to mitigate the negative effect of too much bias or too much variance in the reward signal:

• **Advantage Learning (reduced variance):** Actor-Critic methods are used to provide a lower variance reward signal to update the actor. \( A(\text{st}, \text{at}) = Q(\text{st}, \text{at}) - V(\text{st}) \), indicates how much better the agent actually performed than was expected on average, with \( Q(s, a) \) Monte-Carlo sampled reward signal, and \( V(s) \) parameterized value estimate. The high variance of the actor is balanced by the low-variance feedback on the quality of the performance supplied by the critic.

• **Generalized Advantage Estimate:** allows to balance between pure TD learning (bootstrap method that add bias) and pure Monte-Carlo sampling (that add variance) by using a parameter \( \lambda \). To produce better performance by trading off the bias of \( V(s) \) with the variance of the trajectory, we choose \( \lambda \in [0.9, 0.999] \).

\[
\begin{align*}
\hat{A}^\lambda_t &= \sum_{k=0}^{\infty} (\gamma \lambda)^k \delta_{t+k} = \delta_t + \gamma \lambda \hat{A}^\lambda_{t+1} \\
&\Rightarrow \begin{cases} 
GAE\lambda = 0: \hat{A}^\lambda = \delta_t & \text{TD Learning} \\
GAE\lambda = 1: \hat{A}^\lambda = \sum_{k=0}^{\infty} \gamma^k \delta_{t+k} & \text{MC Sampling} 
\end{cases}
\end{align*}
\]

• **Value-Function Bootstrapping & Time Horizon:** Bootstrapping allows estimation of the Value-Function distribution using sampling methods. To make a compromise between Monte Carlo that uses all the episode steps for estimation and single-step TD methods that bootstrap, we act on the trajectories length to propagate the reward signal in a more efficient way. Time horizon corresponds to the number of steps of experience we collect before adding it to the experience buffer, it must be large enough to catch all the relevant behaviors within a sequence of an agent’s actions. When the time horizon threshold is reached before the end of an episode, a value estimate is used to predict the expected total reward from the agent’s current state. So, long time horizon leads to a less biased, but higher variance estimate and short time horizon leads to more biased, but less varied estimate. In cases where there are frequent rewards within an episode or episodes are extremely large, a smaller time horizon is more adapted.

4.3.6. Partial Observability Decision Process (POMDP)

In Full MDP case, the agent has access to all the information about the environment it might need in order to take an optimal action, but real world problems do not meet this standard. Environments that present themselves in a limited way to the RL agent...
are referred to as Partially Observable Markov Decision Processes (POMDPs) [74]. In a POMDP, the agent receives information that is spatially and temporally limited, so it partially describes the current state St, therefore, it is replaced by the observation Ot. The agent then attempts to predict what it has not sensed, by using other available information.

The main trick used to deal with POMDP is to augment the DRL net with an RNN/LSTM layers [45] that we position between Convolutional layers and fully connected layers, to keep in memory a history of the visual features that compensate for the lack of information. The Markov property is broken since the agent is no more memoryless.

4.4. DRL & RL Applications in the Industry

In the industry, DRL applications are diverse [75], depending on the purpose of the use, it can be split into three categories, first usage is for control like in robotics, Factory automation, and Smart grids, then second usage is for optimization like Supply chain, Demand forecasting, Warehouse operations optimization (picking), and finally for monitoring and maintenance like Quality control, Fault detection and isolation and Predictive maintenance. DRL lifecycle is composed of two phases, training phase, where we use a rough simulation that run fast and when it reaches the accuracy threshold desired, we switch to a higher fidelity simulation and retrain the model until it gets the targeted accuracy. For the deployment phase, the trained model is used in ground truth and tuned on physical equipment in the real world.

![Fig. 23. The development cycle of DRL in the industry](image)

Below some simulators used for RL/DRL in industry, see table 1 below:

<table>
<thead>
<tr>
<th>Self-Drive-Fly</th>
<th>Mechanic &amp; Electric</th>
<th>Robots &amp; Drones</th>
</tr>
</thead>
<tbody>
<tr>
<td>TORCS/Speed Dreams</td>
<td>Matlab Simulink</td>
<td>Gazebo</td>
</tr>
<tr>
<td>DeepDrive</td>
<td>Simulink Sinumerik Wolfpak SystemModeler OpenModelica</td>
<td>MuJoCo RobotStudio RobotExpert Ardupilot NVIDIA Robotics simulator</td>
</tr>
<tr>
<td>Udacity Simulator Unreal Engine simulator Unity XVEHICLE FlightGear AirSim</td>
<td>PharmaCalc SOFA SimTK ArtiSynth SimCyp</td>
<td>VIRT NeSSI2 NS3 CupCarbon INET Conflict Simulation Laboratory</td>
</tr>
</tbody>
</table>

Table 1. Most known RL/DRL simulators

4.6. Deep RL Hardware

Neural network tasks like preprocessing input data, training the model, storing the trained model and deploying it, require intense hardware resource, and above all, training task is by far the most time and effort consuming, with the multiple forward and backward passes that are essentially matrices multiplications. The number of these operations can explode with a large network, for instance, VGG16 [30] a CNN of 16 hidden layers has ~140 million parameters (weights & biases).

To reduce the time of training, we can parallelize these computations. Thus, we often have the reflex to think about the CPU, however, the latter has few cores (e.g. 24 cores for INTEL E7-8890 v4) with a huge and complex instruction set that handles every single operation (Calculation, memory fetching, IO, interrupts, ...). But the GPU contains by far, much more cores (e.g. 5120 for Nvidia Titan V and 4096 for AMD Radeon Vega 64), each of these cores has simpler instruction set and is specialized and optimized to do more calculation. In addition, Nvidia and AMD simplify the usage of GPU [76] for deep learning frameworks, by releasing and supporting high-level languages Cuda and OpenCL supported and included in these frameworks, helping researchers to write more efficient programs for their algorithms.

Since GPUs [77] are optimized for video games and not deep learning, they have some downsides like its higher power draw. Here is 2 alternatives to GPU, The first is FPGA which stands for Field programmed gate array, it’s a highly configurable processor that allows tweaking the chip’s function at the lowest level, it can be tailored specifically for deep nets application, so it consumes much less power than GPU, but they need highly specialized engineer to be configured. The second is called ASIC (Application-Specific Integrated Circuit) that is custom-designed chips optimized for deep learning, for instance, those made by Google named TPU (tensor processor unit), and the Nervana Engine built by Intel. To summarize, in terms of performance and power efficiency we have: ASICs >> FPGA > GPU >> CPU.

4.7. Deep RL Frameworks

General framework libraries that can be used to develop deep RL algorithms are Gym and Universe of
OpenAI, DeepMind Lab of Google, Project Malmo of Microsoft. Regarding the Deep Learning frameworks, we have the most known ones mentioned in the following table:

### Table 2. Most known RL/DRL simulators

<table>
<thead>
<tr>
<th>Dev Tools</th>
<th>Supporters</th>
<th>Pros</th>
<th>Cons</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tens or flow</td>
<td>Google, Uber</td>
<td>Community, resources, documentation, CNN++, Tensorboard for visualization. Good for huge network</td>
<td>Slowness</td>
</tr>
<tr>
<td>Keras</td>
<td>Google, Kassle</td>
<td>Community, documentation, compatibility with tensorflow, CNTK and Theano as high level API.</td>
<td></td>
</tr>
<tr>
<td>Caffe2</td>
<td>Facebook, Twitter</td>
<td>Fast implementation and execution</td>
<td>RRN&amp;GAN</td>
</tr>
<tr>
<td>Torch PyTorch</td>
<td>Facebook, Twitter, Nvidia</td>
<td>Community, documentation, Fast implementation &amp; execution, CNN++.</td>
<td></td>
</tr>
<tr>
<td>CNTK</td>
<td>Microsoft</td>
<td>RNN++ and NLP</td>
<td>community support</td>
</tr>
<tr>
<td>Paddle</td>
<td>Baidu</td>
<td></td>
<td>community support</td>
</tr>
<tr>
<td>Deep Learnings</td>
<td>JAVA Community</td>
<td>Use of Java, massively distributed</td>
<td></td>
</tr>
<tr>
<td>MXNet</td>
<td>AMAZON, Microsoft</td>
<td>CNN++, massively distributed</td>
<td>NLP</td>
</tr>
<tr>
<td>Xeon</td>
<td>INTEL (Nervana)</td>
<td>Fast execution</td>
<td>community support</td>
</tr>
<tr>
<td>PowerAI</td>
<td>IBM</td>
<td>Compatibility with IBM Watson</td>
<td>community support</td>
</tr>
</tbody>
</table>

5. CONCLUSION

Since the birth of Artificial Intelligence in the 50s, researchers in AI, machine learning, cognitive science, and neuroscience have wanted to build systems that learn, think and act like humans. Deep reinforcement learning has made great steps towards the creation of artificial general intelligence (AGI) systems that can interact and learn from the environment, which leverages three main points:

- Great idea and concepts: many of them were discussed in this paper like prioritized replay memory, Multi-step learning, reward shaping, imitation learning, meta-learning/generalization, Natural gradient with K-FAC.
- High-level libraries/API (Keras, Tensorflow, Pytorch) and simulation environment (Openai gym, Universe and Mujoco) that provide excellent testbeds for RL agents and simplify development and research.
- Powerful hardware (GPU & TPU) and high-level frameworks (Cuda & OpenCL) make it possible to achieve a significant gain in time and efforts.

However, DRL algorithms still suffer from the same drawbacks inherited from deep learning, so we still suffer from long training time, slow learning pace, catastrophic forgetting (of old tasks when training on new tasks), opacity of Black-box algorithms (since the chain of reasons for the action choice is not humanly-comprehensible). In addition to this, we have RL drawbacks like credit assignment problem, reward sparsity, variance and bias trade-off, complex task management, complexity of meta-learning mechanisms and partial observability of the environment.

All these weak points are opportunities for improvement, and great challenges to overcome, which open widely the field of research for new ideas and breakthroughs that will one day lead to realizing the dream of seeing a perfectly autonomous and human-like intelligence in the real world.
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