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Abstract:
In this paper an idea of the elastic band method was exploited to design a repeatable inverse kinematics algorithm for robot manipulators. The method incorporates an optimization process at many stages of its performance and admits some extensions. Performance of the algorithm was illustrated on models of the three DOF planar pendulum and the PUMA robot. A comparison with a standard pseudo-inverse Jacobian algorithm, which does not preserve repeatability of inverse kinematics, is also provided.

Keywords: inverse kinematics, repeatability, algorithm

1. Introduction

Robot manipulators are frequently used to perform repeatable tasks (assembling, drilling, painting) on a factory floor. From a technological point of view, it is desirable to follow exactly the same trajectory by a manipulator when performing a repeatable task. In this case the problem of avoiding obstacles can be significantly reduced as only one trajectory should be tested for the collision avoidance. Therefore, one of the most popular tasks in robot manipulators is a repeatable inverse kinematic task. The task is to find a loop (closed path) in a configuration space that corresponds to a prescribed cycle of the end-effector in a taskspace [1]. This task is meaningful only for redundant manipulators because for non-redundant manipulators a solution of the inverse kinematic task is determined uniquely if only a trajectory does not meet any singular configuration.

A standard approach to construct repeatable inverse kinematic algorithms relies on extending original (redundant) kinematics by some extra functions \((n - m)\) items) to get extended kinematics which is non-redundant [10]. Outside singular configurations of the original kinematics, the added functions should preserve full rank of the square Jacobian matrix of the extended kinematics (in other words, they should not introduce extra singular configurations not present in the original kinematics).

This constraint is not too restrictive thus there exist many functions to fulfill the aforementioned minimal requirement. So, naturally, one wants to get an optimal set of functions with respect to a prescribed quality function [5]. This line was exploited in Karpinska’s PhD thesis [4].

In this paper we follow a quite different approach that does not add any extra functions and avoids a computationally expensive problem of their optimization. The proposed approach is based on the elastic band method, developed by Quinlan and Khatib [8], which was primarily designed to optimize a path of a mobile robot [2]. The idea of this method is the following: an initial admissible path is assumed, then it is deformed iteratively to optimize a given quality function until a stop condition is satisfied. The deformation was originally based on a potential field method that tried to avoid obstacles, by maximizing a distance from the path to obstacles, and make the path short and smooth. This idea is very close to a more general approach known in mathematics as a continuation method [9]. The continuation method construct a final solution also in an iterative process. The first approximation (maybe not admissible, i.e. not satisfying all requirements imposed on the original task) of the solution should be known (and usually it is simple to determine). Then, a sequence of solutions is constructed which decrease a certain quality function that measures how far the current solution is from that one which satisfies all requirements. In the limit a solution of the original task is determined which satisfies all requirements imposed.

In our adaptation of the elastic band method to repeatable inverse kinematic tasks a role of the deformed path will play a cyclic trajectory in the configuration space. It will be modified in such a way that the modified trajectory remains cyclic and its image, via forward kinematics, is closer to the prescribed cyclic path in the taskspace.

In this paper we use the term trajectory as a synonym for a function in a configuration space parametrized with the same variable that parametrizes the prescribed path in the taskspace. Usually the trajectory is described as a function of time.

The paper, being the extended version of [3], is organized as follows. In Section 2 the repeatable inverse kinematic task is defined formally. In this section an algorithm based on the elastic band method to solve the task is discussed with details. Simulation results of the proposed algorithm are collected in Section 3. Section 4 concludes the paper.

2. Elastic band method in repeatable inverse kinematic task

Forward kinematics of a robot manipulator is a mapping [11]

\[
k : Q \ni q \to x = k(q) \in X \subset SE(3),
\]
where \( q \) is a configuration living in the configuration space \( Q \) and \( x \) denotes a point in the taskspace \( X \). For redundant manipulators, dimensionality of the configuration space is larger than dimensionality of the taskspace,

\[
dim Q = n > m = \dim X.
\]  

(2)

With the kinematics (1) a Jacobian matrix is associated and given by \( J(q) = \frac{\partial k}{\partial q} \).

Let a loop (a closed path)

\[
\{ x(s), s \in [0, s_{\text{max}}], x(0) = x(s_{\text{max}}) \}
\]  

(3)

be given in the taskspace and also an initial configuration \( q_0 \) is known corresponding to the start point of the loop, \( k(q_0) = x_0 \). The task of repeatable inverse kinematics is to find a trajectory \( q(s) \) in the configuration space satisfying

\[
\forall s \in [0, s_{\text{max}}] \ k(q(s)) = x(s), \quad q(0) = q(s_{\text{max}}) = q_0.
\]  

(4)

Additionally, the sum of squares of lengths of the sub-trajectories in the configuration space

\[
\int_0^{s_{\text{max}}} \left( \frac{\partial q}{\partial s} \right)^T \left( \frac{\partial q}{\partial s} \right) ds = \int_0^{s_{\text{max}}} \left( \frac{\partial q}{\partial s} \right) \left( \frac{\partial q}{\partial s} \right) ds.
\]  

(5)

should be minimized. In (5) \( T \) stands for transposition, and \( \langle \cdot, \cdot \rangle \) introduces the inner product. We prefer to evaluate a trajectory according to Eq. (5) as it is faster to compute than to determine the total length of the trajectory.

The basic algorithm exploited in solving the aforementioned task is the Newton algorithm designed to solve the inverse kinematics when the goal is to reach a single point in the taskspace. The algorithm is described by the iteration process [7, 11] with a possible optimization in the null space of the Jacobian

\[
q_{i+1} = q_i + \xi_1 \cdot J^\#(q_i)(x_f - k(q_i)) + \xi_2 \left( f - J^\#(q_i)J(q_i) \right) \frac{\partial f(q)}{\partial q} |_{q=q_i},
\]  

(6)

where \( J^\# = J^T(JJ^T)^{-1} \) is the pseudo-inverse of the Jacobian matrix, \( q_0 \) is the initial configuration of the manipulator, \( x_f \) denotes a current goal point in the taskspace, \( f \) is the \((n \times n)\) identity matrix and a scalar function \( f(q) \) is to be optimized (the optimization can be switched-off by setting the value of \( \xi_2 \) to 0).

Below main steps of the algorithm based on the elastic band method applied to repeatable inverse kinematic task are presented

**Step 1** Select an initial loop in the configuration space

\[ q(s), s \in [0, s_{\text{max}}], \quad (q(0) = q(s_{\text{max}})). \]

The loop becomes a current trajectory.

**Step 2** Define an error function that assigns to a cyclic trajectory \( q(\cdot) \) accumulated distance of its image (via forward kinematics) to the traced path \( x(\cdot) \) in the taskspace

\[
err(q(\cdot)) = \int_{s=0}^{s_{\text{max}}} ||x(s) - k(q(s))|| ds,
\]  

(7)

where \( || \cdot || \) is an assumed norm.

**Step 3** Compute the error (7) for the current trajectory.

**Step 4** If the error is below an acceptable threshold, complete the computations and output the resulting current trajectory. Otherwise progress with Step 5.

**Step 5** Modify the current trajectory (either at a single point or on an interval) preserving cyclicity of the trajectory with the aim to decreased the value of error (7). The modified trajectory becomes the new current trajectory. Continue with Step 3.

More details concerning the algorithm follow.

- A few terms and notations extensively used later on are introduced:
  - a node point is any point placed on the given path \( x(\cdot) \),
  - a node configuration is a configuration which image via forward kinematics is a node point,
  - a node configuration \( q \) when included into a trajectory \( q(s) \) gets the same argument \( s \) as the corresponding node point \( x(s) \). The argument \( s \) of \( x(s) \) is determined uniquely,
  - \( (q(s), x(s)) = Newton(q_0, x(s), f(q)) \) denotes that the Newton algorithm (6) with the initial configuration \( q_0 \) and fixed goal point \( x(s) \) (as \( s \) is fixed) and minimizing the quality function \( f(q) \) was run and produced as its output the pair node configuration - node point \( (q(s), x(s)) \).

- A selection of the initial (passing through \( q_0 \)) cyclic trajectory is unrestricted. However, its selection impacts both the speed of convergence as well as its optimality. The best natural choice (and simplest one as well) is a trivial loop, i.e. \( \forall s \in [0, s_{\text{max}}] q(s) = q_0 \).

- Consecutive node configurations are interpolated linearly, although higher order polynomials are also possible.

- An invariant of the algorithm (characteristics that does not change from one iteration to another) is the cyclicity of the current trajectory. Initially there is a trivial loop \( q(0) \rightarrow q(s_{\text{max}}) = q(0) \). After adding a single node configuration, say \( q(s_{\text{max}}/2) \) corresponding to \( x(s_{\text{max}}/2) \), the closed loops is the following \( q(0) \rightarrow q(s_{\text{max}}/2) \rightarrow q(s_{\text{max}}) = q(0) \), etc.

- The norm used in Eq. (7) depends on the nature of the taskspace. When all coordinates are positional, the Euclidean norm will be the most proper. When the taskspace includes also angle coordinates some norm inherited from the special Euclidean group \( SE(3) \) [12] should be used. To simplify computations, the integral (7) can be replaced by a sum of local errors for arguments \( s \) between currently existing node configurations.

- The key step of the algorithm, Step 5, can be implemented at least in two possible ways:

  **Scheme 1**: on a prescribed path \( x(\cdot) \) the furthest node point \( x(s^*) \) from the \( x(0) \) is determined.
Then, the Newton algorithm is run

\[(q(s^*), x(s^*)) = \text{Newton}(q(0), x(s^*), f(q))\]

where \(f(q) = ||q - q(0)||\). The following computations are defined recursively. Let us assume that a sequence \(S = ((q(s_i), x(s_i)), s_i < s_{i+1})\) of pairs node configuration-node points has been already determined. After the first stage we have \(S = ((q(0), x(0)), (q(s^*), x(s^*)), (q(s_{\text{max}}), x(s_{\text{max}})))\). Note that the sequence is cyclic (i.e. the last pair in the sequence is the same as the first one; the only difference is that the argument is equal to \(s_{\text{max}}\) instead of 0). In each (or some) of the sub-intervals \([s_i, s_{i+1}]\) the furthest node \(x(s^*)\) from the line \(x(s_i)x(s_{i+1})\) is selected. The Newton algorithm is run

\[(q(s^*), x(s^*)) = \text{Newton}(q_{\text{ini}}, x(s^*), f(q))\]

initialized at the configuration

\[q_{\text{ini}} = \lambda q(s_i) + (1 - \lambda)q(s_{i+1}), \quad (8)\]

with

\[\lambda = \frac{s^* - s_i}{s_{i+1} - s_i} \in (0, 1). \quad (9)\]

\(q_{\text{ini}}\) is the weighted sum of the two neighboring node configurations while the optimized function is given as

\[f(q) = ||q - q(s_i)|| + ||q - q(s_{i+1})||. \quad (10)\]

The resulting pair \((q(s^*), x(s^*))\) is added to \(S\) and the \(S\) is sorted to get \(\forall s_i < s_{i+1}\). This idea is illustrated graphically in Fig. 1a.

**Scheme 2:** let a sequence of node points be given \((x(s_1), \ldots, x(s_k))\) with \(0 < s_i < s_{i+1} < s_{\text{max}}\). Simultaneously, a set of \(i \in \{1, \ldots, k\}\) Newton algorithms is run \(\text{Newton}(q(0), x(s_i), f(q))\) with the quality function, cf. Fig. 2

\[f(q) = ||q - q(s_i)|| + ||q - q(s_{i+1})||, \quad (11)\]

where \(q(s_i')\) denotes the configuration obtained in the \(i\)-iteration of the Newton algorithm run for the \(i\)-the node point. Obviously, not all tasks \(i \in \{1, \ldots, k\}\) will be completed after the same number of iterations. If the \(i\)-task has been finished after \(j\) iterations, it is assumed that \(\forall j > j_i : q(s_i') = q(s_j')\). Graphically this idea is visualized in Fig. 1b.

The two schemes rely on the same idea: generate a new configuration to approach the required node point while increasing the length of trajectory as small as possible. However, the first scheme realizes it sequentially while the second one – in parallel.

The procedure of generation new node configurations is repeated until their number is large enough to considered the resulting trajectory to be the solution of the repeatable inverse kinematic task. To this end let a sequence of node points be given \((x(s_1), \ldots, x(s_k))\) with \(0 < s_i < s_{i+1} < s_{\text{max}}\). Simultaneously, a set of \(i \in \{1, \ldots, k\}\) Newton algorithms is run \(\text{Newton}(q(0), x(s_i), f(q))\) with the quality function, cf. Fig. 2

\[f(q) = ||q - q(s_i)|| + ||q - q(s_{i+1})||. \quad (11)\]

where \(q(s_i')\) denotes the configuration obtained in the \(i\)-iteration of the Newton algorithm run for the \(i\)-the node point. Obviously, not all tasks \(i \in \{1, \ldots, k\}\) will be completed after the same number of iterations. If the \(i\)-task has been finished after \(j\) iterations, it is assumed that \(\forall j > j_i : q(s_i') = q(s_j')\). Graphically this idea is visualized in Fig. 1b.

![Fig. 1. a – generation of node points with Scheme 1, (numbers correspond to a phase of adding the nodes), b – generation of node points with Scheme 2](image)

![Fig. 2. Evolution of configurations from \(q_0(s_m)\) to \(q(s_m)\) to reach the point \(k(q(s_m)) = x(s_m)\)](image)

aim let us define for a set of node configurations \(S_Q = \{(q(s_i)), i = 1, \ldots, K\}\), extracted from the sequence \(S\) the distance \(d\)

\[d(k(S_Q), x(\cdot)) = \max_{i=1,K-1} ||k \left( q(s_i) + q(s_{i+1}) \right) - x \left( \frac{s_i + s_{i+1}}{2} \right) ||. \quad (12)\]

If the condition

\[d(k(S_Q), x(\cdot)) \leq \delta, \quad (13)\]

(2013)}
0) should be considered because this algorithm is run many times and it greatly impact overall computational complexity.

The simplest choice of coefficients \( \xi_1, \xi_2 \) is to set their values small and constant. However, probably this is not the best possible choice. To support this claim let us notice that

1) computational scheme (6) is valid only for a small configuration increase \( \Delta q = \xi_1 \Delta q_1^1 + \xi_2 \Delta q_2^2 \), because Eq. (6) is based on linearization of kinematics around a current configuration

2) the nature of components

\[
\Delta q_1^1 = J^*(q_i)(x_f - k(q_i)) \tag{14}
\]

and

\[
\Delta q_2^2 = (I - J^*(q_i)J(q_i)) \frac{\partial f}{\partial q} |_{q=q_i} \tag{15}
\]

are quite different although both generate values in \( \mathbb{R}^n \). They values may strong depend on a stage of computations. For example the first component (14) takes smaller and smaller values as a point corresponding to a current configuration gets closer and closer to the goal point in the taskspace. The first component (14) is responsible for convergence of the algorithm (6) so it should have got higher priority than the other (15), responsible for optimization of \( f(q) \).

Therefore in practical implementation of the Newton algorithm (6) we propose the following procedure: let us assume that the length of admissible change of configuration in a single iteration is equal to \( \Delta \). In a current configuration \( q_i \), the components \( \Delta q_1^1, \Delta q_2^2 \) are computed. Then, the values of \( \xi_1, \xi_2 \) are set to get \( ||\Delta q|| = \Delta \). Finally, one dimensional optimization process is invoked with the quality function \( f(q_i + \xi_1 \Delta q_1^1 + \xi_2 \Delta q_2^2) \) and the independent variable \( \xi_2 \) is computed from

\[
||\xi_1 \Delta q_1^1 + \xi_2 \Delta q_2^2|| = \Delta \tag{16}
\]

while the convergence condition

\[
||k(q_i + \xi_1 \Delta q_1^1 + \xi_2 \Delta q_2^2) - x_f|| < ||k(q_i) - x_f|| \tag{17}
\]

must hold. If the condition (17) is not satisfied (i.e. there does not exist admissible \( \xi_2 \)), the value of \( \Delta \) should be decreased and once again the procedure is run. Obviously, in a close vicinity of the goal point the value of \( \Delta \) is decreased obligatory, \( \Delta = ||k(q_i) - x_f|| \).

Because forward kinematics \( k(q) \) as well as the quality function \( f(q) \) are continuous functions of \( q \), the aforementioned optimization process is convergent outside singular configurations (where the matrix \( J^* \) becomes ill-posed), and the convergence is relatively fast because in one dimensional optimization only computationally cheap kinematics is invoked.

It is worth noticing that in a close vicinity of singular configurations a robust inverse pseudo-inverse should be used. Temporarily, \( J^* \) is replaced by \( J^* (JJ^* + \gamma I)^{-1} \) with a small parameter \( \gamma \). Consequently, the loop in the configuration space can be generated even in this case.

3. Simulations

An illustration of the elastic hand method to repeatable inverse kinematic task was performed on two robots. The first model is the 3-dof planar pendulum visualized in Fig. 3 with its kinematics given by

\[
\begin{bmatrix}
x \\
y \\
z
\end{bmatrix} = \begin{bmatrix}
a_1 c_1 + a_2 c_{12} + a_3 c_{123} \\
a_1 s_1 + a_2 s_{12} + a_3 s_{123}
\end{bmatrix},
\tag{18}
\]

where \( a_i \) denote lengths of manipulator’s links. A standard robotic convention is exploited to abbreviate trigonometric functions, \( c_{12} = \cos(q_1 + q_2), s_{123} = \sin(q_1 + q_2 + q_3) \). In all simulations all lengths of links of the planar pendulum were assumed equal to 1.

![Fig. 3. Kinematic structure of the 3-dof planar pendulum](image)

As the second model, the industrial robot PUMA was chosen (Fig. 4). PUMA’s positional kinematics \((x, y, z)\) is given by [6]

\[
\begin{bmatrix}
x \\
y \\
z
\end{bmatrix} = \begin{bmatrix}
c_1 A - s_1 (d_2 + d_6 s_4 s_5) \\
 s_1 A + c_1 (d_2 + d_6 s_4 s_5) \\
 -a_2 s_2 + d_4 c_{23} + d_6 (c_5 c_{23} - c_4 s_5 s_{23})
\end{bmatrix}
\tag{19}
\]

where \( A = a_2 c_2 + d_4 s_{23} + d_6 (c_4 s_5 c_{23} + c_5 s_{23}) \) and geometric parameters are equal to \( a_2 = 0.432 m, d_2 = 0.0745 m, d_4 = 0.432 m, d_6 = 0.056 m \).

![Fig. 4. Kinematic structure of the PUMA robot](image)

In order to compare the performance of both schemes two closed-loops in the taskspace were designed (cf. Fig. 5). The first path (Path 1)
\((x_1(s), y_1(s), z_1(s))\) is a circle

\[
\begin{aligned}
x_1(s) &= x_c + R \cos(2\pi s), \\
y_1(s) &= y_c + R \sin(2\pi s), \\
z_1(s) &= z_c + R \cos(2\pi s), \\
\end{aligned}
\]  
(20)

The second path (Path 2) \((x_2(s), y_2(s), z_2(s))\) is a Lissajous-like curve

\[
\begin{aligned}
x_2(s) &= x_c + R \sin(2\pi s), \\
y_2(s) &= y_c + R \sin(\pi s) - \frac{1}{2} R \cos(8\pi s) \tag{21} \\
z_2(s) &= z_c + R \cos(2\pi s), \\
\end{aligned}
\]

For both loops the radius is equal to \(R = 0.9\) and the center point is placed at \((x_c, y_c, z_c) = (1, 1, 0)\). For the 3-dof pendulum the third component of the vector \((x, y, z)\) is neglected everywhere.

![Diagram](image)

**Fig. 5. a – Path 1 – the circle, b – Lissajous-like Path 2**

An admissible error to reach each consecutive goal point in the Newton algorithm was set to 0.001, while the maximal change of configuration in a single iteration was equal to \(\Delta = 0.5^\circ\). The parameter \(\xi_1\) of the basic Newton algorithm (6) was derived from \(\Delta\), i.e. \(\xi_1 = \Delta_1 / \Delta\), cf. Eq. (14). When the null-space optimization was performed (cf. Eqns. (16-17)), scales \(\xi_1, \xi_2\) of the lengths \(\Delta_1^2, \Delta_2^2\), Eqns. (14-15), were determined in one dimensional optimization process, preserving the final length of configuration change equal to \(\Delta\).

Two versions of the elastic band method were run. For Path 1 and Path 2, initial configurations were selected as follows \(q_1(0) = (-18.96^\circ, 37.93^\circ, 70.54^\circ)^T\) and \(q_2(0) = (-26.05^\circ, 58.80^\circ, 104.92^\circ)^T\), respectively, which corresponds to the initial point of the cyclic path \((x(0), y(0))^T\). The results for the 3-dof pendulum are visualized in Figs. 6-7(b-c) while the stroboscopic view of several postures of the manipulator is depicted in Fig. 8.

![Image](image)

**Fig. 6. Trajectories of the 3-dof pendulum generated for Path 1 with: a) the pseudo-inverse Jacobian method, b) the elastic band method (Scheme 1), c) the elastic band method (Scheme 2)**

<table>
<thead>
<tr>
<th>Tab. 1. Numerical results for the 3-dof pendulum</th>
</tr>
</thead>
<tbody>
<tr>
<td>Path 1</td>
</tr>
<tr>
<td>--------</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Path 2</td>
</tr>
<tr>
<td>--------</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
</tbody>
</table>
Fig. 7. Trajectories of the 3-dof pendulum generated for Path 2 with: a) the pseudo-inverse Jacobian method, b) the elastic band method (Scheme 1), c) the elastic band method (Scheme 2)

To compare efficiency of the elastic band method with the Jacobian pseudo-inverse method (i.e. the algorithm (6) with $\xi_2 = 0$) some more tests were carried out. The first task of the pseudo-inverse Jacobian method was run with the initial configuration $q_0$ and the goal $x_f = x(\Delta s)$ where $\Delta s = 0.005$. Consecutive goals were selected as $x_f = x(i\Delta s)$, $i = 2, \ldots, s_{\text{max}}/\Delta s$ and the node configuration from the $(i-1)$-st task became an initial one for the $i$-th task. The pseudo-inverse algorithm does not guarantee repeatability. Final configurations for Path 1 and Path 2 $q_1(1) = (-6.03^\circ, 12.30^\circ, 88.81^\circ)^T$, $q_2(1) = (-24.32^\circ, 56.56^\circ, 106.96^\circ)^T$, respectively, did not meet the initial configurations $q_0$.

The length of resulting trajectories, computed as $\sum_{k=0}^{K-1} ||q(s_{k+1}) - q(s_k)||$ where $K$ is the final number of node configurations, number of iterations to complete the algorithms and the elapsed time (algorithms were implemented in the Mathematica package and run on $2 \times 3.3$ GHz computer) for Scheme 1 and 2,
as well as for the pseudo-inverse Jacobian method, are gathered in Table 1.

The results seem to be rather unexpected as more constrained method (therepeatable inverse) generated shorter (or almost the same length) trajectories as unconstrained method (pseudo-inverse). To explain this phenomenon let us notice that the pseudo-inverse method optimizes a change of configuration locally (from one iteration to another) while the elastic band method exploits global distribution of consecutive node points. For this particular robot and Path 1, it appears that the global knowledge in constrained task impacts the final trajectory more than a local optimization in unconstrained task. It can be easily noticed, cf. Table 1) that the pseudo-inverse method without optimization within the null space of the Jacobian matrix is the fastest among methods tested and Scheme 2 generated results much faster than Scheme 1.

Finally, two schemes were tested on the PUMA robot using cyclic Path 1 and Path 2. Once again, a comparison with the pseudo-inverse Jacobian method was performed. For Path 1, the initial configuration was chosen as \( q(0) = (\mathbf{0.8}\mathbf{4}, \mathbf{6.2}40\mathbf{5}, \mathbf{6.7}05\mathbf{6}, \mathbf{4.6}58\mathbf{4}, \mathbf{4.4}06\mathbf{5}, \mathbf{4.5}0\mathbf{5})^T \) while the final configuration was computed as \( q(1) = (\mathbf{9.2}\mathbf{9}, \mathbf{6.6}17\mathbf{5}, \mathbf{6.4}37\mathbf{4}, \mathbf{2.4}97\mathbf{5}, \mathbf{1.5}93\mathbf{2}, \mathbf{4.5}0\mathbf{5})^T \). The pseudo-inverse method run for Path 2 also did not satisfy the repeatability condition as \( q(0) = (\mathbf{1.1}25\mathbf{5}, \mathbf{5.7}87\mathbf{5}, \mathbf{7.8}52\mathbf{5}, \mathbf{4.1}93\mathbf{3}, \mathbf{3.4}17\mathbf{4}, \mathbf{4.5}0\mathbf{5})^T \) and \( q(1) = (\mathbf{6.8}7\mathbf{5}, \mathbf{6.1}80\mathbf{5}, \mathbf{7.7}17\mathbf{5}, \mathbf{4.3}16\mathbf{5}, \mathbf{2.1}58\mathbf{5}, \mathbf{4.5}0\mathbf{5})^T \). Numerical characteristics were gathered in Tab. 2 while the computed trajectories were plotted in Figs. 9-10. As expected, the pseudo-inverse method did not generate a closed-loop trajectory in the configuration space. When an elastic band method was applied, for both of the schemes, the resulting trajectory remained cyclic. The ordering of the tested methods, with respect to the elapsed time to complete prescribed tasks, observed for the model of 3-dof pendulum remains valid also for the PUMA robot. One can notice that the length of trajectories for the 3-dof planar pendulum is almost the same for both initial paths given in \( R^2 \) while lengths of trajectories for the PUMA robot differ significantly where paths are given in \( R^3 \). This observation should attract attention of path designers to appropriately locate the path within a taskspace (usually the shape of the path is determined by technological requirements, but its location not necessary).

4. Conclusions

In this paper an adaptation of the elastic band method to repeatable inverse kinematic task was presented. Advantages of the proposed approach include: an application of known and simple methods (the Newton algorithm with an optimization in the null space of the Jacobian matrix) simplicity of kinematic computations which allow to implement this algorithm also in on-line regime, admittance of many variants of changing the current cyclic trajectory as well as optimization at many stages of the algorithm (the Newton algorithm, selection the number and distribution of node points). This algorithm admits also extension in optimizing the initial node configuration (in the current version is was assumed as a given initial data). One more way to extend the proposed algorithm is to adapt it to obstacle-cluttered environments, possibly,
Fig. 10. Trajectories of the PUMA robot generated for Path 2 with: a) the Jacobian pseudo-inverse method, b) the elastic band method (Scheme 1), c) the elastic band method (Scheme 2)

via redefining quality function $f$ to punish approaching to obstacles.
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